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TÓM TẮT

Chụp X-Ray phổi là xét nghiệm cận lâm sàng quan trọng nhất trong chẩn đoán các bệnh lý về phổi.
Thông qua kỹ thuật này, bác sĩ sẽ nhanh chóng phát hiện các bất thường trên lồng ngực và lên kế hoạch
điều trị bệnh hiệu quả nhất; đồng thời theo dõi tình trạng hồi phục của người bệnh nếu đang trong thời
gian điều trị. Mục đích của nghiên cứu này là sử dụng mô hình YOLO để phát hiện các bất thường trên ảnh
X-Ray lồng ngực nhằm hỗ trợ bác sĩ chẩn đoán bệnh. Mô hình YOLOv5 và YOLOv7 đã được thử nghiệm để
tìm ra mô hình có hiệu suất cao hơn. Chúng tôi sử dụng bộ dữ liệu ảnh X-Ray lồng ngực được cung cấp bởi
Vingroup Big Data Institute. Kết quả cho thấy mô hình YOLOv7 có độ chính xác cao hơn so với YOLOv5
dựa trên các thước đo đánh giá như mAP@.5, mAP@.5:mAP@.95, precision và recall. Đồng thời, chúng tôi
xây dựng một API để thử nghiệm trực quan hơn cho bài toán này.
Từ khóa: chest x-ray, x-ray, yolov7, yolov5, vinbigdata
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ABSTRACT

Chest X-ray is the most important laboratory test in the diagnosis of lung diseases. Through this
technique, the doctor will quickly detect abnormalities on the chest and plan the most effective treatment;
At the same time, monitor the patient’s recovery status during treatment. The purpose of this study is
to use the YOLO model to detect abnormalities on chest X-ray images to assist doctors in the diagnosis.
Models YOLOv5 and YOLOv7 were tested to find the model with higher performance. We use the chest
X-Ray image dataset provided by Vingroup Big Data Institute. The results show that the YOLOv7 model
has higher accuracy than YOLOv5 based on evaluation measures such as mAP@.5, mAP@.5:mAP@.95,
precision and recall. At the same time, we built an API for more intuitive testing of this problem.
Key words: chest x-ray, x-ray, yolov7, yolov5, vinbigdata

1. Introduction

Artificial Intelligence (AI) is having a huge impact
on almost all fields of science, especially the medical
field. Today, AI is being applied for the detection,
diagnosis and early intervention of human diseases.
Some studies have used AI to diagnose diseases such
as diabetes1, corneal pellets2, diagnose liver can-
cer3, predict cerebral palsy4, ... This is a step for-
ward in the detection and treatment of diseases. AI
also makes it easier for healthcare systems to shift
focus and resources from cure to prevention.

Recently, lung diseases are increasing and alarm-
ing. It can be said that chest X-ray is the most com-
monly used technique in clinical examination. Chest
X-ray is a technique to help check, screen and de-
tect abnormalities in different locations of the lungs.
Through the results of chest X-ray, along with other
necessary tests, will suggest the diagnostic of lung-
related diseases, thereby giving the most appropri-
ate treatment regimen for the patient. However, ra-
diologists face many challenges every day, one of
which is taking and diagnosing chest radiographs.
There are currently no specifications for their place-
ment on images, which sometimes leads to inexpli-
cable results. In practice, a complex work of rea-
soning that often requires careful observation and
a good knowledge of anatomical, physiological, and
pathological principles. These factors increase the
difficulty in developing a consistent and automated

technique for reading chest X-ray images, while con-
sidering all common thoracic diseases2. Stemming
from these difficulties, a number of studies have used
AI to assist physicians in diagnosing coordination-
related diseases through chest X-ray images5–9. This
problem is collectively known as object detection
and classification. This is a common problem in
computer vision. The goal of object detection is to
identify and classify objects that exist in the image.

For the work of object detection in general and
abnormal classification on chest X-ray images in
particular, YOLO is one of the highly appreciated
models. YOLO is a CNN network model used for ob-
ject detection, recognition and classification. YOLO
is created from the combination of convolutional lay-
ers and connected layers. In which, the convolutional
layers will extract the features of the image, and the
full-connected layers will predict that probability
and the coordinates of the object. One of the advan-
tages that YOLO brings is that it only uses the en-
tire image information once and predicts the entire
object box containing the objects, the model is built
in an end-to-end fashion should be trained. purely
by gradient descent. Anyone who has ever worked
in object recognition has heard of YOLO. The first
version10 came out in 2016 and so far there have
been many improved versions of YOLO. In improved
versions of YOLO, YOLOv5 and YOLOv711 have
yielded amazing results and are classed as state-of-
the-art models of object detection. From the above
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reasons, in this paper, we apply the YOLO model to
detect abnormalities on chest X-ray images in order
to provide doctors with useful information to sup-
port the diagnosis. We compare the performance for
the YOLOv5 and YOLOv7 models to choose the
model with the better results. For the implemen-
tation, the dataset “VinBigData Chest X-ray Ab-
normalities Detection” is provided by Vingroup Big
Data Institute and is available at kaggle1.

2. Related works

Currently, studies on the detection and classifica-
tion of diseases on chest X-ray images are promoted.
In 2017, Pranav Rajpurkar and associates developed
an algorithm that can detect pneumonia from chest
x-ray films with a level far beyond that of practic-
ing radiologists12. Recently, the world has faced the
covid-19 pandemic and caused a wide range of res-
piratory problems, ranging from mild to critical or
fatal. Several studies have collected and constructed
different datasets on chest X-ray images for the pur-
pose of studying the effects of Covid-19 on the lungs.
New Generation Computing magazine has published
the XCOVNet13 model to help classify chest X-ray
images for early detection of COVID-19. In particu-
lar, the Radiological Society of North America orga-
nized the RSNA Pneumonia Detection Challenge to
build an algorithm to detect signs of pneumonia on
chest X-ray images. Therefore, building AI models
to assist specialists in making diagnoses is extremely
necessary and has practical significance.

Stemming from that practice, we need a good
enough dataset to support building machine learn-
ing models. There are many published chest ra-
diograph data sets including ChestX-ray8, ChestX-
ray1414, Padchest15, CheXpert16 and MIMIC-
CXR17. Among of those, ChestX-ray14 an extended
version of ChestX-ray8, was released by the US Na-
tional Institutes of Health (NIH). Most of these
datasets have disease type labels but do not spec-
ify their location on the X-ray film. This hinders the
application of machine learning algorithms to detect
and localize breast abnormalities. For that reason,
Vingroup Big Data Institute released 18,000 images
that were manually annotated by a total of 17 expe-
rienced radiologists with 22 local labels of rectangles
surrounding abnormalities and 6 global labels of sus-
pect diseases10. The data set consists of a training
set of 15,000 and a test set of 3,000. Details of the
data collection and labeling procedures are detailed
in the study10.

Fig. 1: The flow of creating VinDr-CXR dataset

Lung diseases often present as an area on a chest
X-ray. There are many machine learning models
to help detect pneumonia on X-ray images based
on many different object detection models such as
CNN, Mask RCNN, Faster R-CNN, YOLOv3 and
they both gave pretty good results in some stud-
ies on several chest radiograph data sets. In par-
ticular, the YOLOv5 version is good and superior
to all previous versions. Recently, the emergence of
YOLOv7 has become prominent when it defeats all
object detection models. In this paper, we reported
the performance of the YOLOv5 and YOLOv7 mod-
els based on the VinBigdata dataset.

3. Architecture of the YOLO

model

The first YOLO version got a lot of attention for
outperforming state-of-the-art object detectors such
as DPM, Fast R-CNN and Faster R-CNN. Also the
simplicity of YOLO was quite refreshing for using
only 24 convolutional layers and 2 fully connected
layers only, unlike the sophisticated R-CNN based
architectures. This first successful initial release of
YOLO was a launch pad for development of subse-
quent YOLO versions, so that a new class of object
detectors was born. This class of architecture con-
tains 3 main components: backbone, neck and head.
The backbone has the role to extract features from
the image, while the neck tries to aggregate the fea-
tures from different stages from the backbone. In
the end the head does the prediction. Usually the
backbone has a quite simple build like ResNet-101
and Darknet-53. For feature aggregation SPP and
FPN are a popular choice.

There are now countless versions of YOLO de-
veloped by different research groups. Of these,
YOLOv5 by ultralytics because it quickly exhibits
good performance, is written in a popular framework

1https://www.kaggle.com/c/vinbigdata-chest-xray-abnormalities-detection
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like PyTorch, and provides support for logging and
debugging tools. Other versions, such as YOLOv4,
YOLOX and YOLOR are some interesting candi-
dates, but each has its drawbacks. YOLOv4 has
similar performance to YOLOv5, however it has
longer training time and very rudimentary logging
system (does not support tools like Tensorboard).
Furthermore, the YOLOv7 algorithm is making a
big splash in the computer vision and machine
learning communities. The official YOLOv7 arti-
cle titled “YOLOv7: Trainable Free Bags Set the
Most Advanced Technology for Real-Time Object
Detectors” was published in July 2022 by Chien-
Yao Wang, Alexey Bochkovskiy and Hong-Yuan
Mark Liao. The YOLOv7 research paper became
extremely popular in just a few days. The YOLOv7
algorithm surpasses all object detection models and
previous YOLO versions in both speed and accu-
racy. It saves on hardware costs and can be trained
much faster on small data sets without any pre-
trained weights. We will compare the performance
of these two models based on the chest-xray dataset.

4. Evaluation metrics

YOLO detectors generally use a distinctive for-
mat that consists of 5 mandatory and 1 optional
values: x, y, w, h, class, conf (optional). The first 2
values (x, y) are the coordinates of the center of the
bounding box normalized with respect to the width
and height of the image. The next values w,h are
the width and height of the bounding box, also nor-
malized with respect to the width and height of the
image. The next value class is the class id. Finally,
the value conf is used only for detected bounding
box to store the confidence of the detection. If conf
is not given, then it can be assumed that the bound-
ing box is a ground truth and not a detection. Each
version might have a slight variation of this notation
format, but conceptually they are all the same.

In this section, we provide some metrics to evalu-
ate the model. The first key concept is the Intersec-
tion over Union (IoU), which expresses, how good
the overlap between a detection and ground truth
bounding box is. The IoU divides the overlap area
by the union area, as visualized in Figure 2.

Fig. 2: IoU

The second key concept is the classification of
detections in true positive, false positive, false neg-
ative. This can be done by taking each detection
and seeing, if it has a high IoU with a ground truth
bounding box. For a high IoU (i.e. IoU ≥ 0.5) , then
the detection is considered a true positive, else it’s
a false postive. If a ground truth bounding box is
not overlapped by any detections, then the respec-
tive missing detection is classified as false negative.
The metrics of precision and recall can be defined:

p(c, i) =
TP

TP + FP
,

r(c, i) =
TP

TP + FN
,

where:

- TP = true positives count,

- FP = false positives count,

- FN = false negatives count,

- c = threshold for the confidence of the detec-
tions,

- i = threshold for the IoU values.

The c parameter can be adjusted to improve the
recall or precision, which makes sometimes the com-
parison between two models unclear. Setting the
same conf in order to compare two models seems
a good approach, but this naive approach might
not work, if the models have very different distri-
butions of the confidence values e.g. one model is
overconfident and the other one is underconfident.
In YOLOv5 and YOLOv7, this problem was solved
by calculating for each model the precision and re-
call based on the confidence that maximizes the F1-
score:

F1(c, i) = 2 ∗ p(c, i) ∗ r(c, i)
p(c, i) + r(c, i)

.

This way a manipulation of the threshold of
the confidence values can be avoided and therefor
a fairer comparison between models is guaranteed.
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One caveat of this approach is the assumption that
precision and recall have the same importance. An-
other caveat of this approach is that it reduces
the performance of the model to a single threshold
value, but the mean average precison (mAP ) can
be used to express a more general performance.

As the name suggests, the mAP is based on the
average precision (AP ), which is calculated indivud-
ually for each class. The AP for a class C and a IoU
threshold i can be calculated as follows:

APC(i) =
∑
c

(r(cn, i)− r(cn−1, i))p(cn, i).

where cn are ordered values of confidence thresholds.
Finally the mAP is expressed as:

mAP (i) =
∑

C∈classes

APC(i).

The IoU threshold can be obviously be lowered to
increase the mAP, but usually models are compared
for at a threshold of 0.5. A final metric is the average
mAP, usually denoted as mAP@[0.5 : 0.95]. This is
just the average mAP for IoU thresholds ranged in
0.5 to 0.95 with a 0.05 step size.

5. Experimental Results

5.1. Data Processing

The dataset used consisted of 18000 thoracic x-
ray image files, divided into 2 sets of training and
testing with the corresponding number of images
15000 and 3000. Each image is read by leading ra-
diologists in Vietnam. For training data, each scan
was independently labeled by three doctors. Mean-
while, for the evaluation data, each scan was labeled
by a panel of 5 doctors. We used a dataset that was
converted from DICOM to jpg format and kept the
original size of the image2. The dataset includes the
following labels: 0 - Aortic enlargement; 1 – Atelec-
tasis; 2 – Calcification; 3 – Cardiomegaly; 4 – Con-
solidation; 5 – ILD; 6 – Infiltration; 7 - Lung Opac-
ity; 8 – Node/Mass; 9 - Other lesion; 10 - Pleural ef-
fusion; 11 - Pleural thickening; 12 – Pneumothorax;
13 - Pulmonary fibrosis; 14 - "No finding". Labels
correspond to lung diseases, details of which can be
found at10. Figure 3 shows us that the number of
each label in the dataset has a very large imbalance.
Figure 4 illustrates some of its items.

Fig. 3: Annotations per class

Fig. 4: Some illustrations of the data

As we introduced in section 2, each image is in-
dependently labeled by 3 doctors, so there can be
duplicate predictions on the same area in the im-
age. This will appear to have two predictions with
the same label with 2 overlapping prediction boxes
with IOU ≥ 5. Both of these boxes are correct pre-
dictions because they were annotated independently
by 2 radiologists. The model returns 2 output boxes
corresponding to the labels. In this case, we use NMS
- Non-maximum Suppression to remove 1 cell in the
output even though it is the correct result. When
using YOLO, and for train data, merging the boxes
removes the doctor’s attributes and takes the aver-
age of the duplicate boxes. The decision whether to
merge the boxes will be based on the IoU - Inter-
section over Union index with a good threshold i.e.
IOU ≥ 5. Figure 5 shows the bounding boxes be-
fore and after pooling. Then we normalize the box

2https://www.kaggle.com/datasets/awsaf49/vinbigdata-original-image-dataset
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coordinates from 0 to 1.

Fig. 5: Take the average of the coordinates using IOU

5.2. Model Training

Two models were trained with the same num-
ber of epochs of 200 and run separately to moni-
tor the effects of the models under the same con-
ditions: google colab pro with GPU A100-SXM4-
40GB. They have been tested on identical test/test
datasets. We use the mechanism to stop training
early when the last 100 epochs have not improved

results. The YOLOv5 model stopped training on its
own at epoch 171 after 2,938 hours of training, and
the YOLOv7 model was trained with 200 epochs af-
ter 4,853 hours. From Figure 6 (left), it seems that
the best results observed at epoch 70 for YOLOv5.

Based on the training results of the YOLOv7
model in Figure 6 (right), we see that the loss func-
tion of val objectness has not converged well. This
may be because the learning rate is still quite large.
In the future, we will reduce the learning rate for
the YOLOv7 model to better converge the model
and avoid overfiting.

Table 1 summarizes the results of the two mod-
els. We see that the mAP@.5, mAP@.5:mAP@.95,
Precision and Recall measures of the YOLOv7
model are all higher than those of the YOLOv5
model. This may initially indicate that the
YOLOv7 model exhibits better performance than
the YOLOv5 model. In terms of training interval for
each epoch, the YOLOv5 model gives faster training
results than YOLOv7.

Tab. 1: The result of the experiments

Result mAP@.5 mAP@.5:mAP@.95 Precision Recall Training time per epoch (mins)
YOLOv5 0.377 0.182 0.443 0.397 0.9
YOLOv7 0.421 0.208 0.466 0.461 1.24

Fig. 6: Training results of YOLOv5 and YOLOv7 models

Based on results of training, we choose the
YOLOv7 model and build an API interface writ-
ten in flask library to demo the results of predicting
a new image. Our entire implementation is shown in
Figure 7. The API will take as input a chest X-ray
image and return abnormal detection results includ-
ing disease label, bounding box position and diag-
nostic confidence.

The code captures the entire process of
data analysis, data processing, model training,

and API implementation from the results of
the best model found at https://github.com/

nguyenquocduongqnu/Chest-X-Ray-Diagnosis.

6

https://github.com/nguyenquocduongqnu/Chest-X-Ray-Diagnosis
https://github.com/nguyenquocduongqnu/Chest-X-Ray-Diagnosis


Fig. 7: Workflow

6. Conclusion

In this study, the YOLOv7 model gave better
results than YOLOv5 based on performance evalua-
tion measures. We have implemented an API appli-
cation to test the results of the problem. However,
the mAP@.5 on both models is still not high. In the
future, we need to adjust the learning rate for the
YOLOv7 model lower so that the model can learn
better, consider and handle the data imbalance for
better diagnostic results of the model.
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