Nghién ctru thu thap dir liéu va giam sat chat lwong dién ap
str dung Ad-hoc LoRa va PLC Siemens
théng qua mang truyén théng Modbus TCP/IP

TOM TAT

Mot trong nhitng van dé nghién ctru quan trong trong linh vuc do luong théng minh 1a dam bao truyén tai chinh
xac cac sb lidu do luong tir cac diém thu thap dir liéu d&én céc thiét bi giam sat. Pam bao do on dinh va tinh lién tuc
clia qué trinh truyén dan ludn 1a vu tién hang déu trong cac tng dung nay. Bai bao nay nghién ctru va xdy dung hé
thdng gidm sat thong s6 vé dién ap cua ludi dién cua cac diém dan cu, cac diém c6 hé théng dién riéng biét, str dung
phuong thirc truyén théng khong day Lora. Muyc dich cua bai viét nay 1a kiém tra tinh kha thi ctia hé thong trong moi
truong d6 thi khi sir dung cac thiét bi don gian, nho gon va dé lap dat, véan hanh va bao dudng don gian. Dién ap cua
diém can giam sat duoc kiém tra, cc gia tri nay dugc gui tir cac Node vé trung tam sur dung kién tric mang Ad-hoc
LoRa network cho kha nang tu thiét lap va duy tri két ndi mang véi nhau ma khong phuy thudc vao co s¢ ha tang mang
¢b dinh. Cac Node trung gian c6 thé dugc thém vao dé dam bao tinh 6n dinh va mo rong cho mang ludi véi chi phi
thap. Dit liéu sau khi thu thap duoc hién thi trén giao dién Wince Unified cua Siemens. Viéc sir dung thlét bi giam sat
1a PLC cung giao thirc Modbus TCP/IP cho phép t6i uru hoa kha ning tuong thich cua h¢ thdng khi trién khai vao thuc
te tai cac co s von ludn c6 sin thlet bi PLC. H¢ thdng van hanh trén thuc té v6i 6 chinh xéc cao, hé thong hoat dong
on dinh, dap (mg duoc cac yéu cau vé do tin cdy va thoi gian phan hdi cua hé thong giam sat va thu thap dir liéu.
Nghién ctru nay da chimg minh ring Ad-hoc LoRa c6 thé 14 giai phap thay thé cho hé thdng truyén thong st dung
mang vién thong hién nay.
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Research on Data Collection and Monitoring Voltage Quality
Using Ad-hoc LoRa and Siemens PLC through Modbus
TCP/IP Communication

ABSTRACT

Ensuring the accurate transmission of measurement data from data collection points to monitoring devices is a
crucial research issue in the field of intelligent measurement. Stability and continuity of data transmission processes
are of paramount importance in these applications. This paper investigates and develops a voltage monitoring system
for the power grid at sites with separate electrical systems, utilizing LoRa wireless communication technology. The
objective of this study is to assess the feasibility of the system in urban environments using devices that are
characterized by being simple, compact, easy to install, operate, and maintain. The voltage at each points is measured,
then transmitted from the Nodes to the Base using an Ad-hoc LoRa network architecture. This architecture enables
self-establishment and maintenance of network connections without relying on fixed network infrastructure.
Intermediate Nodes can be added to ensure stability and scalability of the network at a low cost. Collected data is
displayed on WinCC Unified interface of Siemens. Using a PLC as a monitoring device with the Modbus TCP/IP
allows for optimizing the system's compatibility when deployed in facilities that always have PLC equipment
available. The system operates with high accuracy and stability, meeting the requirements of reliability and response
time for the monitoring and data collection system. This study has demonstrated that Ad-hoc LoRa can be an

alternative solution to the current telecommunication network communication system.

Tur khoa: Ad-hoc LoRa network, Modbus TCP/IP, Kalman filter, Wincc Unified, Smart Metering System

1. INTRODUCTION

With the rapid development of our nation's
economy, residential, commercial, and industrial
loads increasingly demand higher standards for
the development of the power grid and the quality
of electricity supplied™?. Data collection,
monitoring, and analyzing the parameters of the
power grid are crucial in the management and
operation of the grid. As the demand for electricity
and the complexity of the grid continue to grow,
data collection plays a vital role by providing
essential and timely information for the analysis,
management, and operation of the power grid. The
use of advanced monitoring technologies such as
smart sensors, automated systems, and artificial
intelligence enables operators to gain a
comprehensive and detailed view of the grid's
performance. Data collected from these devices
and systems can be analyzed to detect potential
issues early, optimize operational processes, and
make strategic decisions regarding the operation,
maintenance, upgrading, and expansion of the
system.

Nowadays, collecting data from points along
transmission lines through hilly and sparsely

populated areas using 4G cellular networks
provided by telecom operators offers several
advantages. This method allows direct data
transmission to a central hub, ensuring high-
security levels through the use of modems
provided by the network operators. However, the
requirement to equip 4G modems from the
network provider implies initial investment costs
and significant operational expenses
(approximately 20-30 million VND per modem
and an annual fee of around 1 million VND per
Node). In certain cases, power transmission lines
traverse complex terrain and encounter limited
telecommunications infrastructure. Maintaining
stable connectivity under such conditions poses
significant challenges. Particularly, the need for
continuous 24/24 operation pushes devices into a
thermal overload state, resulting in frequent
disconnections from the central hub. This not only
impedes data collection but also affects the
effectiveness of system monitoring and
management within the electrical grid.
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Figure 1. Connection rate of devices on the medium
voltage grid of BDPC and DL through the months of
2023

Here are statistics from Binh Dinh Provincial
Power Company regarding the connectivity loss
rates of communication devices within the
province’s power grid in 2023. The chart
illustrates the highest connectivity rate at
approximately  98%, with most devices
maintaining connection levels fluctuating around
95% of total operating time. However, certain
segments experience lower connectivity, reaching
only 79.4%. Ensuring reliable data collection
necessitates maintaining consistent connectivity.

On the other hand, wireless networks such as
ZigBee, Wireless Fidelity (Wi-Fi), Narrowband
Internet of Things (NB-IoT), SigFox, and Long
Range (LoRa) are increasingly developing and
have the potential to provide multiple options for
wireless communication systems®. Among these,
low-energy consumption networks with long
communication ranges, such as LoRa, help
overcome coverage and internet access issues in
remote areas where networks like Wi-Fi cannot
reach?. Wireless technology opens the door for the
more efficient and flexible deployment of
monitoring systems, particularly in areas with
challenging geographical conditions and limited
telecommunications infrastructure. This not only
presents opportunities for expanding the range and
accuracy of monitoring systems but also helps
optimize the cost and reliability of the system.

In this paper, an Ad-hoc LoRa network is
employed to develop a network of devices for
collecting and transmitting voltage data to a
central hub, with a focus on optimizing data
transmission and ensuring connection continuity.
A complete system has been constructed and
deployed in Quy Nhon City to assess the project's
feasibility.

2. RELATED WORKS

Traditional power grids are continually evolving
in the era of smart grids. This evolution

necessitates the implementation of precise
monitoring strategies to assess system conditions.
Eduardo Viciana and colleagues have proposed a
multifunctional device model capable of
measuring and calculating data related to energy
and power quality features in three-phase
electrical  networks. Designed to  perform
advanced calculations involving voltage, current,
frequency, power, and energy, this device
addresses the growing demand for accurate
monitoring in our interconnected power systems®.

Roach and colleagues deployed smart meters in
129 commercial buildings to investigate the
impact of load profiles on building
characteristics®.  Additionally, Czétany and
colleagues evaluated the database obtained from
using smart meters to determine -electricity
consumption profiles based on time series data
and annual load patterns’. Sanchez-Sutil and
colleagues developed a device for monitoring and
controlling the functions of a power quality
analyzer using a LoRa LPWAN (Low Power
Wide Area Network) 8.

Low Power Wide Area Networks (LPWANS)
represent a promising solution for long-range,
low-power communication in Internet of Things
(IoT) and  Machine-to-Machine  (M2M)
applications. These networks are resource-
constrained and have critical requirements,
including long battery life, extended coverage,
high scalability, and cost-effective device
deployment. LPWANSs enable devices to operate
for 5-10 years using battery power as their energy
source °. The advent of these technologies has led
to the emergence of new services supporting data
collection across diverse organizations in
industries, academia, and  government.
Deployments of such solutions have already
begun, utilizing sensor devices to gather various
types of data®.

Rodrigues-Junior and colleagues utilized smart
metering systems to monitor power quality,
thereby detecting disturbances in smart grids.
Preti Kumari and her colleagues have proposed an
intelligent measurement system that saves energy
by utilizing Edge computing and Long Range
(LoRa) technology2.

Due to the Low-Power Wide-Area (LPWA)
networks not adhering to the TCP/IP protocol and
utilizing their own proprietary protocols, LPWA-
equipped sensors face challenges in direct Internet
connectivity, Jumpei Sakamoto and colleagues
have established a TCP/IP network via LoRa and
are exploring ways to enhance TCP
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communication performance using the Private
LoRa interface 314,

This study proposes a solution for data collection
and voltage quality monitoring. The system
employs voltage sensors connected to an Arduino
to read voltage values at the observed nodes. Then,
the collected data is transmitted to a central via an
Ad-hoc LoRa network. At the central node
(Base), the TCP/IP protocol facilitates
communication between the Ad-hoc LoRa
network and existing industrial devices, such as
Programmable Logic Controllers (PLCs).

The monitoring interface is built on WiIinCC
Unified, enhancing integration with established
systems.

3. Ad-hoc LoRa
ENNERGY GRID
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Figure 2. Overall structural block diagram of the
system

LoRa (Long Range) is a wireless communication
technology that enables long-distance data
transmission with minimal energy consumption.
The Ad-hoc LoRa network for power grids offers
a flexible and cost-effective solution for
monitoring and controlling electrical systems.
This network allows easy deployment without the
need for fixed communication infrastructure,
reducing costs and deployment time. LoRa
devices can connect thousands of network nodes
simultaneously, efficiently collecting data from
various points within the power system?®.

By utilizing LoRa networks, grid operators can
remotely monitor and manage devices in the
power grid. This includes measuring energy
consumption, detecting faults, and optimizing grid
operations. These capabilities enhance the
reliability and efficiency of the electrical system
while minimizing downtime and maintenance
costs

3.1. SENSOR LAYER

The data collection layer comprises sensor nodes
and measurement devices, serving the primary
purpose of gathering and processing physical data.
The collected data may include current intensity,
voltage, as well as parameters from smart
electricity meters, or variables such as temperature
and humidity inside electrical cabinets.

In this study, the voltage sensor was employed to
collect voltage data from various locations within
the power grid. The three-phase voltage data
obtained from these sensors undergo noise
filtering and are subsequently forwarded to the
next processing layer.

3.2. COMMUNICATION
LAYER

The main components of the network include
sensors at data collection points, data
concentrators, and the data management system.
Remote data collection and monitoring of energy
consumption are crucial for both end-users and
operators (electric utility companies or providers).

NETWORK

In the system, sensor devices (Nodes) transmit
collected data to a central hub (referred to as Base)
through an Ad-hoc LoRa network. The wireless
Ad-hoc LoRa network consists of self-forming
nodes that operate independently of existing
infrastructure. These nodes manage the network
and control tasks using distributed algorithms and
multipoint routing, where packets are relayed by
intermediate  nodes,  enhancing  network
efficiency?.

The key advantages of AD-HOC LoRa networks
include adaptability to specific needs and the
ability to form a network with any available nodes.
They also offer cost-effective investment,
operational  efficiency, rapid deployment,
simplified reconfiguration due to their distributed
architecture, and integrated redundancy features.
This flexibility allows for the establishment of a
network between nodes without the need for
complex infrastructure structures!’. The data
transmission process can be carried out in the
following ways:

- Direct transmission from the sending point to
the destination: When two points are within the
connection range, data will be transmitted directly
to the destination.

- Transmission via intermediate nodes: If the
destination and sending point are beyond the
connection range, intermediate Nodes which
located between the sending point and the
destination will be used to establish a network. In
this configuration, data will be forwarded from
point to another until it reaches the requested
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destination in the packet. This setup allows for
expanding the data transmission range and
overcoming physical barriers

3.3. APPLICATION LAYER

Through LoRa, Nodes transmit data to the Base,
including the following information:

- Node Address: Each node device in the system
is assigned a unique address for identification and
differentiation. The greater the distance from the
Node to the Base, the higher the address number
(this address is determined during device
configuration).

- Data: Nodes collect information as required. in
this project, voltage data is collected. After noise
filtering, the data is transmitted to the Base for
analysis and monitoring of the operational status
of the measurement points.

- Received Signal Strength Indicator (RSSI):
The LoRa signal strength is a crucial parameter for
assessing the quality of the connection between
the node and the Base. It affects the
communication range and the system’s stability.

- Signal-to-Noise Ratio (SNR): This is the ratio
of the received signal power to the noise floor
level.

- Timing: The interval between two packets
from the Nodes. This parameter is used to evaluate
the continuity of the connection between the
Nodes.

All data transmitted to the Bases will be sent to the
SCADA system via the Modbus TCP/IP protocol.
The monitoring and operation system of the power
sector can easily integrate this data to understand
and control the system’s performance.

4. METHODOLOGY AND DESIGN

In this project, the authors implement an Ad-hoc
LoRa network based on LoRa technology to
transmit data to the control center, with the
primary application being the monitoring of power
quality at designated locations. Several
parameters, such as voltage stability and phase
loss, are collected to preliminarily assess the
power quality at the connection points. A practical
system has been constructed using voltage
sensors, Arduino, LoRa modules, and PLC to
evaluate operational capability. In this system, the
voltage sensor collects voltage data, transmits it to
the Arduino for initial processing, and then sends
it to the control center via LoRa signals. At the
monitoring center, the WIinCC Unified interface
on the PLC displays the parameters received from

the  Arduino Modbus  TCP/IP

communication.
4.1.DATA INPUT COLLECTION.

With the varying requirements of the data
acquisition system, different types of sensors can
be utilized to collect data. One of the critical
functions of the system is the collection and
processing of voltage data. The authors employ
the AC Voltage Sensor ZMPT101B to measure
alternating current (AC) voltage. This sensor is
directly connected to an Arduino. After the sensor
collects the voltage data, it is converted to a direct
current (DC) voltage of 0-5V and then measured
by the Arduino for processing.

through

To ensure data quality and eliminate unwanted
noise, the authors apply the Kalman filter
algorithm. This filter can estimate the true value of
the signal from measurements affected by noise.
This process is a crucial step to ensure that the
collected voltage data is reliable and can be
effectively used in management and control.

Comparisons were made using sensors from two
nodes simultaneously, where one node transmitted
raw, unprocessed data to the control center, and
the other node used the Kalman filter to process
the signal and remove noise, thereby selecting
appropriate coefficients for the filter.

a. Node 200 collected raw data without using
the Kalman filter:
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Figure 3. 3 phases voltage data collected from
Node200
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Figure 4. Voltage analysis in Node 200



Several criteria were used to evaluate the
reliability of the measurement results over 252
minutes:

Table 1. Amplitude of VAC oscillation in Node 200

Phase A | Phase B Phase C
Min 218.5 217 216.5
Max 229 228 222.99

Table 2. % Amplitude of oscillation and standard
deviation in Node 200

Phase Phase Phase
A B C
% Min 1.27 1.56 1.56
% Max 3.47 3.43 1.40

Standard
Deviation

1.78 1.78 1.63

The raw data collected from the sensors exhibited
significant amplitude fluctuations, ranging from
1.27% to 3.47% compared to the average value.
The maximum standard deviation reached 1.78,
indicating a considerable dispersion of the
measured values from the average. The relative
accuracy of the raw data ranged from 0% to 4.5%.
These statistical parameters and relative accuracy
indicate that the unprocessed raw data is
significantly affected by measurement noise and
errors, failing to meet the necessary reliability and
accuracy requirements for related applications.
Therefore, appropriate signal processing and
filtering measures must be implemented to
improve data quality before use.

b. Node 201 collects data and processes noise
using the Kalman filter

Several criteria were used to evaluate the
reliability of the measurement results over 252
minutes:

Table 3. Amplitude of VAC oscillation in Node 201

Phase A | Phase B Phase C
Min 218.55 217.01 216.50
Max 224.49 223.95 222.98

Table 4. % Amplitude of oscillation and standard
deviation in Node 201

Phase | Phase Phase
A B C
% Min 0.74 1.48 1.64
% Max 1.96 1.67 1.30

Standard

Deviation

0.48 0.83 0.96

Based on the provided measurement parameters,
an assessment of the accuracy and reliability of the
data after applying the Kalman filter can be
performed.
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Figure 5. 3 phases voltage data collected from
Node200
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Figure 6. VVoltage analysis in Node 201

The amplitude fluctuations of the data after
applying the Kalman filter ranged only from
0.74% to 1.96% compared to the average value,
indicating significant stability and noise reduction.
The maximum standard deviation was 0.96,
showing a relatively concentrated dispersion of
the measured values from the average. The
relative accuracy of the filtered data ranged from
0.5% to 1.8%, demonstrating the high suitability
and reliability of the measurement results after
processing. This ensures that the obtained data can
be used with reliable accuracy.

The statistical parameters and relative accuracy
indicate that the data after applying the Kalman
filter has small amplitude fluctuations, low
standard deviation, and high relative accuracy,
meeting the necessary reliability and accuracy
requirements.

4.2. Ad-hoc LoRa NETWORK
a. Node
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Figure 7. Node general algorithm flowchart

Each node performs functions:
- Collect and process input data.

- Prepare data packets including:
+ Packet ID

+ Data to be transmitted

- Transmit signals to the Base. To ensure data
integrity, each packet is sent three times.

- After each cycle, if the Node does not receive
a response from the Base, it will send a request for
the Base to resend the previous packet.

- Receive and process incoming packets:

+ If the packet is not intended for the node
itself, it will forward the packet to the address
mentioned in the packet.

+ If the packet is intended for the node, it will
check the transmission results:

o If the packet was successfully transmitted,
it will delete the packet with that ID.

o If the packet requests the retransmission of
data for a specific ID, it will resend the
corresponding data packet.

- Data collection node: uses Arduino as the
MCU to collect and process data from sensors,
which is then transmitted via the LoRa Module
using a 12db antenna.

- Another configuration that can be deployed to
extend the data transmission range is the use of an
intermediate Node. This node consists only of an
Arduino and LoRa, with the task of forwarding
packets to the destination address specified in the
packet.

- In this study, the nodes use batteries through a
voltage converter to power all their activities. This
increases the flexibility of the experiments.

Figure 8. Intermediate node (A) Data collection node

(B)
b. Base

The Base performs functions:

- Receive signals from the Nodes. Check the
continuity of the IDs, and if any ID is missing,
send a request to the Node to resend that ID.

- Prepare packets for the Nodes, including the
following information:

+ Destination of the packet
+ Transmission result of the previous packet

+ Resend request with 1D (if any)

- Send data to the SCADA software, including
the Node address and data.

- The Base uses an Arduino connected to a PLC
S7 1200 via the TCP/IP protocol. Data from the
Nodes, once received by the Arduino, is
transmitted through the PLC to be displayed on the
WinCC Unified interface.
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4.3. MONITORING INTERFACE

In monitoring and data acquisition systems, the
user interface (UI) serves as a critical component
that facilitates user interaction, observation, and
manipulation of the displayed data. This interface
provides a direct means for users to engage with
the system, enabling them to monitor key
parameters and important data, as well as perform
essential tasks such as adjusting parameters,
acknowledging alarms, scheduling, and analyzing
historical data.

In this study, a Programmable Logic Controller
(PLC) was utilized as the communication device
between the LoRa network and the monitoring
interface to meet the requirements for reliability
and compatibility with existing systems.
Specifically, a PLC S71200 was employed to
connect to the LoRa Base via Modbus TCP/IP
communication. The collected data was then
transmitted from the Base to the PLC, which
subsequently displayed the information on the
user interface. To ensure high reliability and
compatibility, the WinCC Unified tool was
utilized, offering diverse connectivity and
seamless integration with PLC systems and other
devices. This approach helped optimize the
monitoring and control processes of the industrial
system.

The user interface will display data including:
- The three-phase voltage at Nodes 200 and 201.

- Received Signal Strength Indicator (RSSI)
from the Nodes over time.

- Signal-to-Noise Ratio (SNR), which is the ratio
of the received signal power to the noise floor
level.

- The interval between two packets from the
Nodes to the Base (Timing).

- All data can be exported to an Excel file using
the WInCC Unified tool at 2-second intervals
throughout the survey period. This data is then
imported into Matlab for analysis and graphing.
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Figure 10. Voltage and signal quality data from
Nodes displayed over time on the local web interface
using WinCC Unified

5. RESULTS
A. CASE SETUP

This study aims to evaluate the feasibility and
effectiveness of using a LoRa wireless
communication network to collect and monitor
voltage data from nodes sent to the control center.
Factors such as distance and terrain characteristics
are prioritized in the scenarios.

To establish the scenarios, several initial
conditions need to be considered when deploying
the Ad-hoc LoRa network. Specifically, the study
will examine different cases regarding the
placement of the Base and Nodes, as well as the
variation in distance between them, including
scenarios with obstacles and open spaces.

The scenarios are designed to assess the ability to
reliably and efficiently collect and transmit
voltage data through the LoRa network.
Parameters such as transmission speed, reliability,
coverage range, and the ability to cope with terrain
factors will be measured and analyzed.



Figure 11. System image

RSSI (Received Signal Strength Indicator) and
SNR (Signal-to-Noise Ratio) are two crucial
parameters in evaluating signal stability. RSSI is
an indicator that measures the signal strength
received at the receiver. It provides information
about the strength or weakness of the LoRa signal.
A higher RSSI generally corresponds to a better
connection and higher data transmission
capability. SNR is the ratio between the signal
strength and the noise. It measures the quality of
the LoRa signal. A higher SNR indicates that the
LoRa signal is stronger compared to the noise,
thus having a better data transmission capability.

In LoRa applications, the continuous monitoring
and optimization of RSSI and SNR are imperative
to ensure stable connections and optimal data
transmission performance. Additionally, the
interval between two packets is monitored to
assess the continuity of the connection.

The results of this study will provide important
information about the capabilities and limitations
of using the LoRa network in voltage data
monitoring and collection applications. This will
enable designers and implementers to make
appropriate decisions regarding the application of
this technology in real-world systems.

B. TEST RESULTS

The authors evaluate real-world scenarios with
variations in distance, Node and Base installation
locations, and terrain between the Nodes. This

assessment aims to evaluate signal stability and
the environmental impacts on the experiment.

The energy consumption of each Node is
disregarded in these scenarios.

These devices are mounted on poles 1.8 meters
above the ground.

a) Casel: The Base and Node are located in an
open area with few obstacles, while Nodel and
Node2 are situated along a route flanked by
tall buildings on both sides.

- The Base is located at “PD DH SU PHAM.”

- Nodel is located at “PD EO BIEN,” 476
meters from the Base.

- Node2 is located at “PD CHO KHU 2,” 282
meters from Nodel.

The survey was conducted over 252 minutes.

Figure 12. The layout map of the devices in Case 1

Analysis of the distribution of RSSI (Received
Signal Strength Indicator), SNR (Signal-to-Noise
Ratio), and Timing values in Casel:

The RSSI values were observed to fluctuate
between -60dBm and -75dBm, with an average
RSSI of -69.18dBm for the Base-Nodel
connection and -67.67dBm for the Base-Node2
connection. These RSSI levels are considered
quite ideal for applications requiring reliable and
timely data delivery?®,

The SNR values also exhibited a similar range of
2dB to 12dB across the two connections, with
positive SNR indicating that the received signal
was operating above the noise floor. The average
SNR values of 8.96dB for Base-Nodel and
8.92dB for Base-Node2 are within the optimal
range for LoRa modulation to perform well*8,
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Figure 13. RSSI, SNR, Timing data between packets
from Node to Base in Casel
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Figure 14. Histogram of RSSI, SNR and Timing
values in Casel

Table 5. Mean revalent parameter in Casel

Mean Base - Base -
Node 1 Node 2
RSSI -69,18 -67,67
SNR 8,96 8,92
Time 4,53 4,57

The maximum time interval observed was 60
seconds for the Base-Nodel link and 50 seconds
for the Base-Node2 connection. The average time
interval between packets is very similar for both
links, at 4.53 seconds for Base-Nodel and 4.57
seconds for Base-Node2. The relatively low
average time gaps and the absence of significant
deviations suggest that the communication
between the nodes and the base station is
occurring at a reliable and stable.

The consistent and stable fluctuations in RSSI and

SNR, along with the stable data transmission rate,
suggest a reliable connection between the Nodes
and the Base station. This favorable outcome can
be attributed to the relatively unobstructed
propagation environment. Overall, the observed
RSSI, SNR, and Timing characteristics indicate a
robust and reliable communication system, well-
suited for the targeted applications.

b) Case 2: Both the Base and Node are located
along a road with high-rise buildings on both
sides. The Base and Node2 are obstructed by a
densely populated urban area with many high-
rise buildings.

- The Base is located at "PD EO BIEN"

- Nodel is placed at "PD CHO KHU 2", 282
meters away from the Base

- Node2 is placed at "PD PHAM NGOC
THACH?", 293 meters away from Nodel

The survey was conducted over 300 minutes.

In this case, Node 2 was unable to transmit data
directly to Node 1 due to exceeding the
transmission range.

Figure 15. The layout map of the devices in Case 2
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Figure 16. RSSI, SNR, Timing data between packets
from Node to Base in Case2
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Figure 17. Histogram of RSSI, SNR and Timing
values in Case2

Table 6. Mean revalent parameter in Case2

Mean Base - Base -
Node 1 Node 2
RSSI -68.16 -68.05
SNR 8.99 9.00
Time 4.35 4.68

Analysis of the distribution of RSSI (Received
Signal Strength Indicator), SNR (Signal-to-Noise
Ratio), and Timing values in Case2:

The RSSI parameter of the Nodes fluctuated
between -78dBm and -58dBm, primarily
concentrating in the range of -65dBm to -70dBm.
The average RSSI for the Nodel-Base connection
was -68.16dBm, while for the Node2-Base
connection, it was -67.85dBm. The difference in
RSSI values between these two connections could
be attributed to the presence of large trees along
the Node2-Base route. Nevertheless, the values
indicate stable signal strength, ensuring reliable
connectivitye.

The SNR parameter for both connections
fluctuated similarly, ranging from 4dB to 12dB.
For the Node2-Base connection, the SNR values
were mostly stable around 9-10dB, unlike the
Nodel-Base connection, which exhibited more
fluctuation. The average SNR was approximately
8.99dB for the Base-Nodel link and 9dB for the
Base-Node2 link, which is ideal for effective
LoRa signal modulation®®,

Throughout the survey period, the average interval
between two packets was 4.35 seconds for the
Nodel-Base connection and 4.68 seconds for the
Node2-Base connection. The stable and high
consistency of the RSSI and SNR values indicate
the stability of the connection. The data
transmission speed remained consistently below
4.7 seconds at most times, demonstrating stable
connectivity between the Nodes and the Base
station.

In Case 2, both the RSSI and Timing indices
showed fewer similarities compared to Cas 1,
possibly due to the influence of obstacles such as
trees along the route. However, the SNR values
remained relatively consistent in both scenarios.

c) Summary

Practical experiments were conducted to analyze
the impact of distance, installation location, and
terrain conditions on signal strength and data
transmission time between the Nodes and the
Base. The survey was divided into different
scenarios to evaluate the system’s performance
under conditions with few obstacles and
conditions surrounded by tall buildings.

The results indicate that the accuracy of voltage
measurement results was significantly improved
by the Kalman algorithm. The deployment
scenarios for data collection at existing power
system locations in Quy Nhon City demonstrated
that the system could operate stably under various
terrain and shielding conditions.

The system operated stably in both surveyed
scenarios, meeting the reliability and response
time requirements of the application. Terrain and
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shielding factors affected the connection quality,
but the system could still function effectively.

In the absence of obstacles (Casel), the
connection between the Base and the Nodes was
of good quality, with an average RSSI of
approximately -64.2dBm, an SNR of around
8.9dB, and a response time of less than 4.6
seconds. In the presence of tall buildings and trees
(Case2), the connection quality was maintained,
with an average RSSI of approximately -68.1dBm
and a response time of around 4.5 seconds.

The practical results show that transmission
distance can affect the SNR, while distance, the
presence of obstacles, and propagation factors
influence the RSSI of the received signal. Along
with the stability of the RSSI signal and data
transmission time recorded in the practical results,
the study indicates that the choice of installation
locations for the Node and Base devices is a
crucial ~ factor significantly affecting the
performance of the wireless communication
system.

6. CONCLUSION

In this paper, the authors propose a measurement
system utilizing a Ad-hoc LoRa network to
transmit data to a monitoring center connected to
commonly available industrial infrastructure. The
system is practically deployed in Quy Nhon City,
comprising one data collection and monitoring
station and two data collection nodes.

Practical experiments were conducted to assess
the feasibility of deploying voltage measurement
and data collection in an urban environment, as
well as to analyze the impact of distance,
installation location, and terrain conditions on
signal strength and data transmission time
between connection points. The experimental
results indicate that the system operates stably in
an urban environment with appropriate distances,
meeting the reliability and response time
requirements of the system. However, the LoRa
network also includes other parameters, such as
the impact of energy consumption of the nodes, to
provide a more comprehensive evaluation of the
system’s  performance and  applicability.
Additionally, the feasibility of deploying the LoRa
network on a larger scale with more nodes should
be assessed to evaluate its practicality for more
realistic scenarios.
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