25-August-2024
Dear Editors and Reviewers,
Thank you very much for your feedback with careful reviews. In the following, we address the comments made by the reviewers and explain how their comments have been addressed in the revised version of the paper. We have applied a tabular format, with the comments of reviewers in the left column and our responses on the right.
	No
	Comments of reviewers
	Response

	1st Review

	
	1. Comments on the content, research methodology

The paper has proposed a solution to use a graph neural network (GNN) to build a travel recommendation system (RSs). The LightGCN model is used to train on 3 different data sets and evaluated based on 3 metrics (Recall, Precision, NDCG). Besides experimenting with the LightGCN model, the research has also deployed and tested a web application that integrates RSs to suggest travel products to users.

The research results are not new, however, research on GNN for RSs is an area of recent interest.
	Many thanks for your careful review and insightful comments. 


	
	2. Comments on the manuscript organization

The paper is clear, logical, and scientific.
	Thanks for your comments.

	
	3. Comments and suggestions
The author should consider the following suggestions:

(a) The abstract should summarize the applied method and the achieved results to see the main contribution of the paper.

(b) Section 4 (RELATED WORKS) should be placed before section 2 (GRAPH LEARNING IN RS) for more logic.

(c) The “Recommender Service” block in Figure 4 should be connected to related blocks with straight lines or arrows.

(d) Unification between the terms “User preferences” and "Rating data" in Figures 4 and 5, respectively, and the entire paper.
	



(a) The Abstraction part has been revised for better clarity as suggested.


(b) The Related Works section has been moved before section 2 as suggested. We have also updated the order of references.

(c) It has been corrected as suggested.



(d) They have been revised as suggested.

	2nd Review

	
	1. Comments on the content, research methodology

The paper approaches graph learning to solve the recommendation problem in the tourism domain. Graph machine learning, using for building recommendation system in the research, is approached through the LightGCN algorithm on three different data sets. The LightGCN algorithm applied to build a recommendation system has also been mentioned in previous research works. In this study, the ability to apply this algorithm to a travel recommendation system has been demonstrated. 

(a) However, during the experiment, the author conducted experiments on three sets of data (MovieLens, Yelp2018, TripAdvisor) of which only two data sets (Yelp2018, TripAdvisor) are related to tourism and the remaining set is unrelated. 








(b) There is no actual data set for Vietnam tourism as expected in the paper.
	


Thanks for your careful review and useful advises.











(a) It would be great if we could experiment on more travel datasets. Your comment is a valuable recommendation for us in future work.

In this study, we focus on applying a specific graph learning algorithm to build a travel recommender system, so we experimented on three datasets, including both tourism and non-tourism datasets, to ensure that the algorithm implementation and deployment have no side effects. Therefore, we added the MovieLens dataset to the experiment.


(b) Because building a dataset about tourism in Vietnam takes a lot of time and efforts, in the scope of this research, we only built a dataset with a very small number of users and attractions to illustrate the workflow, specifically we created a dataset for tourism in Vietnam with 3 users and 50 attractions. Building a larger dataset can be undertaken once the system is deployed in a real-world operational environment.

	
	2. Comments on the manuscript organization

(a) The article is organized logically, but the Related Works section should come before Part 2. The language presented is consistent with the format of a scientific paper. 

(b) Need reference documents related to using Graph Learning for Recommendation System to evaluate and compare the research results with previous studies.
	


(a) The Related Works section has been moved before section 2 as suggested. We have also updated the order of references.



(b) Thanks for your recommendation. As we mentioned in the paper, in this study, we do not aim to compare the LightGCN algorithm with other algorithms, instead, we test the algorithm with different data sets, to ensure that it performs well before integrating it into the travel recommendation application. The LightGCN algorithm was evaluated to be more effective compared to other algorithms in previous studies (cited in the paper).

	
	3. Comments and suggestions

(a) It is necessary to describe the dataset used to train and test the graph learning model in the research.



(b) Should replace notations in Figures 12, Figure 13, Tables 3,  Tables 4  by features of  the data sets used in the research.




(c) The MovieLen data set should not be used for travel recommendation system experiments






(d) Do not compare solutions of the research on different datasets, should compare different graph learning algorithms on one dataset.






(e) Author provides model evaluations using graph learning for recommender systems and comparisons with other approaches.
Author explain why LightGCN is chosen for the Travel Recommendation System?.



(f) How are the parameters for model training chosen?


	

(a) Thank you for your suggestion. Dataset descriptions (75% for training and 25% for testing) have been added as suggested. Details of these datasets (e.g. number of users, items, ratings) were also mentioned in the paper.

(b) To facilitate the creation of visual graphs, we have encoded users and attractions with their IDs. Based on your suggestion, a table (Table 3 in the revised version) providing information about some attractions has been added for clarity.

(c) As mentioned in our response at (1.a), we have tested the LightGCN algorithm on 3 datasets (including both tourism and non-tourism domains) to ensure that the algorithm implementation does not cause side effects, before integrating it into the travel recommendation system. So, we added the MovieLens dataset to the experiment.

(d) The LightGCN algorithm was evaluated to be more effective compared to other algorithms in previous studies (cited in the paper). In this study, we do not aim to compare the LightGCN algorithm with other algorithms, instead, we test the algorithm with different data sets, to ensure that it performs well before integrating it into the travel recommendation application.


(e) The LightGCN algorithm is considered to have a simpler implementation, reducing the number of parameters that need to be learned while still achieving better performance. This has been proven in the paper cited in this study. Therefore, we decided to choose this algorithm for our system.


[bookmark: _GoBack](f) Hyperparameters can be optimized over multiple trials. In this study, for simplicity, our hyperparameter settings are chosen similar to those in the original paper: “X. He, K. Deng, X.  Wang, Y. Li, Y. Zhang, M. Wang. LightGCN: Simplifying and powering graph convolution network for recommendation”.



Thank you for considering our revision. We appreciate your time and look forward to your response.

Best regards,

Author: Vu Son Lam
Department of Information Technology,
Quy Nhon University, Vietnam
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