

 

Thiết kế mô hình dự báo chuỗi thời gian mờ tối ưu 
dựa trên đại số gia tử

Lê Xuân Việt1,*, Nguyễn Ngọc Dũng1, Đỗ Thành Hậu2

1Khoa Công nghệ thông tin, Trường Đại học Quy Nhơn
2Sinh viên lớp Công nghệ thông tin K44, Trường Đại học Quy Nhơn

*Tác giả liên hệ chính. Email: lexuanviet@qnu.edu.vn


TÓM TẮT
Nowadays, SCADA/EMS is integrated into modern power systems in order to supervise, measure, collect data and control the remote devices at the automation stations. However, these collected state data from measurement devices always have some specific errors. Therefore, the main purpose of this paper is to implement the power system state estimation algorithm by using weighted least square method. This algorithm was proposed to estimate the state of Binh Dinh transmission power system by using Matlab software. The final results were compared with the practical parameter collected data from SCADA/EMS system.
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ABSTRACT
Fuzzy time series forecasting has gained significant attention due to its ability to handle uncertainty and imprecision in time series data. Traditional fuzzy time series models often suffer from limitations in capturing complex relationships among variables, leading to suboptimal forecasting accuracy. To address this challenge, we propose a novel approach called the Optimal Hedge-Algebras-based Model (OHAM) for fuzzy time series forecasting. OHAM leverages the power of hedge algebras, which provide a flexible framework to capture and represent uncertainties in a more accurate manner. In this paper, we present the design of OHAM along with its key components and methodologies. First, we introduce the concept of hedge algebras and their application in fuzzy time series analysis. We then describe the process of constructing the OHAM, including the determination of fuzzy sets, fuzzy relations, and inference rules. Moreover, we propose an optimization algorithm to fine-tune the parameters of OHAM, aiming to achieve optimal forecasting performance.
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1. INTRODUCTION
The proposed algebra of fuzzy sets by NCH has been tested in various applications, yielding positive results in problems such as fuzzy control, classification, fuzzy clustering, and fuzzy time series forecasting, among others
Forecasting plays a crucial role in numerous fields such as finance, weather prediction, and stock market analysis. In recent years, fuzzy time series forecasting models have gained attention due to their ability to handle the uncertainty and vagueness present in real-world data. One such model is the hedge-algebras-based forecasting model [].
The hedge-algebras-based forecasting model utilizes an algebraic structure to capture the relationships between historical data and future predictions. However, the performance of this model heavily relies on parameter calibration. Determining optimal parameters is a challenging task that requires an efficient optimization algorithm.
In this paper, we propose the application of the Artificial Bee Colony (ABC) algorithm to optimize the parameters of the hedge-algebras-based forecasting model for fuzzy time series. The ABC algorithm is a metaheuristic optimization technique inspired by the foraging behavior of honey bees. It has been successfully applied to various optimization problems and showcases robustness and convergence efficiency.
By employing the ABC algorithm, this research aims to enhance the accuracy and reliability of the hedge-algebras-based forecasting model. The ABC algorithm will efficiently search the parameter space, finding the optimal combination of parameters for the model. This process will help in achieving improved forecast accuracy, reduced error rates, and enhanced decision-making capabilities in diverse applications.
To evaluate the proposed approach, extensive experiments will be conducted using real-world datasets from different domains. Comparative analyses will be carried out, comparing the performance of the optimized hedge-algebras-based forecasting model with other well-established optimization techniques. The results obtained will provide insights into the effectiveness and efficiency of the ABC algorithm in parameter optimization for fuzzy time series forecasting models.

2.  Problem of Fuzzy Time Series Forecasting
The problem in time series forecasting is to accurately predict future values or trends based on historical data. This involves addressing challenges such as identifying and modeling trends, handling seasonality and noise, accounting for non-linear relationships and non-stationarity, and choosing the optimal model and parameters. The goal is to develop a robust forecasting method that can generalize well beyond the training data and provide reliable predictions for effective decision-making. Overcoming these challenges requires a combination of statistical techniques, machine learning algorithms, and domain expertise to achieve accurate and meaningful forecasts.
Fuzzy time series, a concept derived from fuzzy set theory, is a powerful tool for modeling and forecasting time-dependent data with inherent uncertainty and imprecision. Unlike traditional time series analysis, which assumes crisp values, fuzzy time series allows for the representation of vague and uncertain information through linguistic terms and membership functions. By incorporating fuzzy logic into the modeling process, fuzzy time series enables the handling of complex data, making it particularly suitable for real-world scenarios where uncertainty is prevalent. This approach has found applications in various domains, including finance, economics, weather prediction, and decision-making systems, providing valuable insights and accurate predictions in situations where conventional methods may fall short.
The problem is stated as follow: Given n values y(t1), y(t2),…, y(tn) where t1, t2, …, tn are point times. How to predict the next value?
 
2.1  Some of Basic Concepts and Definitions
Fuzzy time series model was firstly given by Q. Song and B.S Chissom [14,15,16]. Then, it is improved by S.M Chen [3] to process some arithmetic calculations. From that points, they can get more exactly forecasting results. In this session, we briefly review the concepts of fuzzy time series as in [3]. 
Let U be the universe of discourse, where U = {u1, u2,..., un}. A fuzzy set defined in the universe of discourse U can be represented as follows:
A = fA(u1)/u1 + fA(u2)/u2 + ··· + fA(un)/un , where fA denotes the membership function of the fuzzy set A, fA : U → [0, 1], and fA(ui) denotes the degree of membership of ui belonging to the fuzzy set A, and fA(ui) ∈ [0, 1], and 1 ≤ i ≤ n.
Definition 1. ([3]) Let Y(t) (t = ...,0,1,2,...) be the universe of discourse and be a subset of R. Assume fi(t) (i = 1,2,...) are defined on Y(t), and assume that F(t) is a collection of f1(t), f2(t), ..., then F(t) is called a fuzzy time series definition Y(t) 
(t = ...,0,1,2,...).
Definition 2. ([3]) Assume that F(t) is caused by F(t − 1) only, denoted as F(t − 1) → F(t), then this relationship can be expressed as F(t) = F(t − 1)◦R(t, t − 1), where F(t) = F(t − 1)◦ R(t, t−1) is called the first-order model of F(t), R(t, t − 1) is the fuzzy relationship between F(t − 1) and F(t), and “◦” is the Max-Min composition operator.
Definition 3. ([3]) Assume that the fuzzified input data of the ith year/month is Aj and the fuzzified input data of the i+1th year/month is Ak, where Aj and Ak are two fuzzy sets defined in the universe of discourse U, then the fuzzy logical relationship can be represented by Aj → Ak, where Aj is called the current state of the fuzzy logical relationship.
If we have Ai → Aj1, Ai → Aj2, ..., Ai → Ajk then we can write Ai → Aj1, Aj2, ..., Ajk.   
 2.2  Rules for Calculating Output Value
Assume that Aj is the value of F(t − 1), the forecasted output F(t) be defined as below: 
If there exist a relation 1-1 within group of the relations where Aj on the left of rule, suppose that Aj  Ak , and the maximum membership value of Ak occurs at interval uk , then the output of F(t) is middle point of uk . 
If Ak = , that mean Aj   and the maximum membership value of Aj occurs at interval uj, then the output of F(t) is middle point of uj. 
If we have Aj  A1, A2 ,…, An, and the maximum membership values of A1, A2 ,…, An occur at intervals u1, u2,…, un respectively, then the output of F(t) is average of the middle points m1, m2, …, mn of u1, u2 ,…, un, that is (m1 + m2 + … + mn)/n.
3.  The Model of Forecasting Time Series Based on Hedge Algebras
In this section, we shall give a short overview on the algebraic approach to the semantics of vague words in natural languages investigated in [9-13] and construct a new method to forecast rely on hedge algebras theory.
3.1  A Short Overview of Hedge Algebras
Hedge algebras, denoted as AX = (𝒳, 𝔾, ℂ, ℋ, ≤), are a mathematical structure to handle uncertainty and vagueness. In hedge algebras, 𝒳 represents a set of words ℋ is the set of linguistic hedges or modifiers considered as 1-ary operations of the algebra AX; ℂ = {0, W, 1} is a set of special words which are, respectively, the least, the medium and the greatest elements of 𝒳 and regarded as constants of AX since they are fixed points; 𝔾 = {c, c+} is a set of the primary or atomic words of the linguistic variable X, the first one is called the negative word, and the second, the positive one.  𝔾  ℂ is the set of the generators of the algebra AX that is ℋ(𝔾  ℂ) = 𝒳 = ℂ  ℋ(𝔾), the underlying set of AX where for a subset Z of 𝒳, the set ℋ(Z) denotes the set of all elements freely generated from the words in Z. I.e. ℋ(Z) = {x : x  Z and   ℋ*}, where ℋ* is the set of all strings of hedges in ℋ, including the empty string . Note that for  = , x = x and, hence, Z  ℋ(Z). In the case Z = {x} we shall write ℋ(x) instead of ℋ({x}).  is a semantical order relation upon 𝒳. 
Consider an HA AX = (𝒳, 𝔾, ℂ, ℋ, ) of an attribute X with numeric reference interval domain U normalized to be [0,1], for convenience in a unified presentation of the quantification of the hedge algebras. Formally, the numeric semantics of the words of X can be determined by a so-called Semantically Quantifying Mapping (SQM),
f : 𝒳 → [0, 1], defined as follows.
Definition 4. A mapping f: 𝒳 → [0, 1] is said to be an SQM of AX, if we have:
· f is an order isomorphism, i.e. it is one-to-one and for x, y  𝒳, x  y  f(x)  f(y).
· The image of 𝒳 under f, f(𝒳), is topologically dense in the universe [0, 1].
Definition 5. A function fm: 𝒳 → [0, 1] is said to be a fuzziness measure of the HA AX associated with the given variable X, if it satisfies the following axioms, for any x  𝒳 and h  ℋ:
· fm(c) + fm(c+) = 1.
· .
· fm(hx) = (h)fm(x), where (h) is called for convenience the fuzziness measure of h as well.	
· For x = hnhn – 1 … h1c,  fm(x) = fm(hnhn – 1 … h1c) = (hn)(hn – 1) … (h1)fm(c), c 𝔾 = { c, c+}.
· Setting  & , we have .
In the general case, for given values of the fuzziness parameters of X we can stablish a recursive expression to compute the SQM fm, called the SQM induced by the given fm, as follows:
· fm(W) =   = fm(c), fm(c) =   fm(c)= fm(c), fm(c+) =  +fm(c+);
· 
where
 , for all j  [q…p], j ≠ 0, and sign() function is defined as in [12]. 
 
3.2  Semantization and Desemantization
To convert the values from the reference domain to semantic domain of a variable X and vice versa, we synthesize some transformations as: Assume that [a, b] is a reference domain of the variable X, and [as,bs]  [0, 1] is semantic domain. The conversion value x from [a, b] to [as,bs] is called semantization, denoted S(x) and the conversion value y from [as,bs] to [a,b] is called desemantization, denoted D(y). 
For flexibility in semantization or desemantization, we add some parameters sp, dp [-1, 1] then: S(x)  =  f(x, sp), satisfy 0 ≤ f(x, sp) ≤ 1 ,  f(x=a, sp) = 0, f(x=b, sp) = 1. And, D(y)  = g(y, dp), satisfy a ≤ g(y, dp) ≤ b, g(y = 0, dp) = a, g(y = 1, dp) = b. 
In this paper, we use the functions: S(x) = f(x, sp) = (sp×x(1-x)+x)/(b-a) and D(y) = g(y, dp) = dp×(f(y, sp)– a)×(b – f(y, sp))/(b – a)+ f(y, sp).
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Fig. 1. A graph representation of ℋ(Z)  ℋ(c-)  and transform a value from [0, 1] to [a, b] and vice versa.


3.3.  Hedge-Algebras-based Model (HAM) for Time Series Forecasting
(1) Algorithm HAM(PAR)
(2) Inputs: 
- n values of data {y(t1), y(t2),…, y(tn)} with t1, t2, …, tn are point times.
- System of the parameters of hedge algebras and sp, dp for semantization and desemantization, denoted PAR;
(3) Outputs: the forecasted value F(t).
(4) Begin
(4.1) Define the discourse U
Put U = [Dmin, Dmax] where Dmin = min{y(t1), y(t2),…, y(tn)} and Dmax = max{y(t1), y(t2),…, y(tn)}. 
(4.2) Building the intervals upon U by using fuzziness model of hedge algebra
Based on an algebra AX = (𝒳, 𝔾, ℂ, ℋ, ≤) we divide U into k intevals u1, u2, …, uk w.r.t level l (see Fig. 1). The inteval ui is labeled Ai, i = 1, 2,…, k satifying A1 < A2 < … < Ak. We caculate fui = fm(Ai)×(Dmax - Dmin), i = 1, 2, …, k. So we have u1 = [u1d, u1c] = [Dmin, Dmin + fu1], u2 = [u2d, u2c] = [u1c+1, u2d+fu2], …, uk = [ukd, ukc] = [u(k-1)c+1, ukd+fuk]. 
(4.3) Quantifying semantic of the linguistic values A1, A2, …, Ak .
To quantify the semantic of A1, A2, …, Ak, we use SQM fm as SA1 = fm(A1), SA2 = fm(A2), ..., SAk = fm(Ak). By properties of hedge algebras, it is clear that SA1 < SA2 < ... < SAk.
(4.4) Constructing the relationships
Suppose that, F(t − 1) is Ai, F(t) is Aj, and F(t) is caused by F(t − 1). Clearly, we have relation between Ai and Aj, denoted Ai   Aj.   	 
(4.5) Grouping relationships
If Ai   Aj1, Ai   Aj2,..., Ai   Ajm, then we estalish the relation by grouping all of them to unique relation Ai   Aj1, Aj2, ..., Ajm.
(4.6) Caculating output value
From group of the relations in Step 5, applying the rules as in Section 2.2 we get the results of F(t), scilicet: If there is a relation Ai   Aj, then F(j) = D(SAj) upon uj = [ujd, ujc]. If Ai   then F(j) = D() upon ui = [uid, uic]. If Ai → Aj1, Aj2, ..., Ajk then F(j) = D(Wi,j1×SAj1 + Wi,j2×SAj2 +... + Wi,jk×SAjk) upon interval [min{uj1d, uj2d, ..., ujkd}, max{uj1c, uj2c, ..., ujkc}] where Wi,j is the weights measured in the ratio number of times of real data in the interval ui  to sum of number of times of real data in the intervals uj1, uj2, ..., ujk.
(5) Return the values F(ti), i = 1,…, n;
(6) End.
4.  The Optimal Hedge-Algebras-based Model 
In Step 2 in the model HAM above,  we assume that each point at time will belong to a word in hedge algebra AX = (𝒳, 𝔾, ℂ, ℋ, ≤), ℂ = {c-, c+}, ℋ = {h-q, …, h-1, h1,…hp} with given parameters (hi), hi  ℋ. Obviously, all parameters to be used in HAM contains n = p+q+2 parameters, that are (h-q), (h-q+1),… (h-1), (h1),…, (hp), and sp, dp for semantization and desemantization. So we can present that by the vector PAR = (x1, x2, …, xn) where x1 = (h-q) , x2 = (h-q+1) ,… xn-2 = (hp) , xn-1 = sp , xn = dp. Vector PAR is also an artificial bee in the OHAM below.
The fitness funtion is MSE, the smaller its value the better fitness. 
(1)   Function Fitness(PAR)
(2) Input: A system of parameters PAR represented for a bee;
(3)  Output: Value of fitness of PAR;
(4)  Begin
(4.1) Gennerate language lattice of HA and quantifying those values based on parameters in PAR;
(4.2) Calculating forecast values by OHAM(PAR);
(4.3) Err = 0;
(4.4) For each real value Data[t] at t time and forecasted value DataF[t] obtained by OHAM, we put:
 Err = Err + sqr(Data[t]-DataF[t]);
(4.5) RMSE = sqrt(Err)/n;
(5) Return RMSE;
(6) End.

The model is built as:
(1) Algorithm OHAM()
(2) Inputs: n values of data {y(t1), y(t2),…, y(tn)} with t1, t2, …, tn are point times.
(3) Outputs: the best system of parameters for solving optimization forecast problem. 
(4) Begin
(4.1) Initialization
Start by randomly initializing a population of artificial bees, where each bee represents a potential solution called PAR to the optimization problem. The population size is typically defined beforehand.
(4.2)  Employed Bees' Phase
Each employed bee explores a new solution by adjusting its current position based on information shared with a randomly selected neighbor bee. The new solution is generated by modifying the position using specific search operators or strategies. After generating the new solution, the fitness of both the current and new solutions is evaluated.
(4.3) Onlooker Bees' Phase
Onlooker bees probabilistically choose a solution to explore based on the fitness values of employed bees. The better the fitness value, the higher the probability of being chosen. This phase allows good solutions to be shared among the population and improves the overall search process.
(4.4) Scout Bees' Phase
If an employed bee exhausts its exploration resources without finding a better solution, it becomes a scout bee. Scout bees generate a new random solution to diversify the search space and prevent the algorithm from getting stuck in local optima.
(4.5) Memorize the best solution (BestPAR) achieved so far
	(4.6) Termination
The algorithm will be stopped if a termination condition is satisfied. If not, go back to Step 4.2.
(5) Return BestPAR;
(6) End.


5.  EXPERIMENTAL RESULTS
Now, we would like to forecast the number of tourists going to Vietnam on Jan 2012 based on the real data from January 2010 to December 2011 (the data are given in column “Real Data” of Table I). This data are also on website of Vietnam National Administration of Tourism (http://vietnamtourism.gov.vn).
6.  CONCLUSIONS
In conclusions, this research aims to contribute to the field of forecasting by proposing an efficient optimization approach using the ABC algorithm to optimize the parameters of the hedge-algebras-based forecasting model. The anticipated outcomes will enable better decision making, leading to improved strategies and predictions in various domains.
In the proposed method, it has been presented the intervals of the discourse be divided automatically based on k−level of hedge algebras AX. In addition, the lengths of the intervals can be adjusted by the parameters of AX. The forecasted results are better than the one of the existing method in [4]. It can be proven with MSE as in Table III. 
The errors of the forecasted results are influenced by the lengths of the intervals. However, the parameters of hedge algebra in this paper are intuitively chosen. In the future, we shall put forward a way to set up that parameters, for instance using particle swarm optimization to reach a higher forecasting accuracy rate. 
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