Thich trng khung nhin theo QoE cho viéc truyén phat video
360 do véi da hwéng va don hwéng

TOM TAT

Nho vao kha ning cung cép trai nghiém nhép vai cho ngudi dung, video 360 d6 da trg thanh mot trong nhiing
cong cu hd tro chinh cua thuc té a0 (VR). Truyén phat truc tiép video 360 d6 mang dén mot chat luong trai nghiém
(QOE) hip dan bang cach cho phép nguoi dung thay d6i truong nhin (FoV) ttc thoi. Céc nghién ctru gan day da de
xudt mot mé hinh truyén phat video 360 d¢ thich ing khung nhin st dung kha nang thich nghi tdc do bit trong mién
khong gian va thoi gian dé sir dung hiéu qua bang thong han ché. Trong bai bao nay, chung toi gidi thiéu mot phuong
phap wdc tinh cho viée truyén phat truc tiép video 360 do bang cach sir dung k¥ thuat da hudng va don hudng qua
mang di dong, nham muc dich t6i wu hoa viéc phan bd bing thong gitta cic nhoém ngudi ding dé cai thién trai nghiém
béng cach tan dung su khac biét ty nhién vé diéu kién mang va truong nhin cta nguoi dung. Két qua thi nghiém cua
chiing ti cho thay giai phap dé xuit nang cao it nht tir 11,04% dén 24,05% vé toc do bit FoV khi so sanh voi mot s6
giai phap dang ton tai.

Tir khéa: Truyén tai thich iing, Chat heong trdi nghiém, Thuc té do, Video 360 dg.



QoE-Driven Viewport Adaptation for Live 360° Video
Streaming with Multicast and Unicast

Abstract

Due to its capacity to deliver an immersive experience to users, 360° video has emerged as a crucial component
of Virtual Reality (VR). Live 360-degree video streaming offers an engaging Quality of Experience (QoE) by enabling
users to change their Field of View (FoV) instantly. Recent studies have proposed a viewport-adaptive 360-degree
video streaming model that uses bitrate adaptation in spatial and temporal domains to utilize limited bandwidth
resources efficiently. In this paper, we introduce an estimation approach for Live 360° video streaming using multicast
and unicast over mobile networks, aiming to optimize bandwidth allocation across user groups to improve user
experience by leveraging the natural diversity in network conditions and users’ fields of view. Our experimental
results show that the proposed solution enhances at least 11.04% up to 24.05% in term of FoV bitrate in comparison

with some existing solutions.

Keywords: Adaptive Streaming, Quality of Experience, Virtual Reality, 360-degree Video.

1. INTRODUCTION

Virtual reality** is a simulated environment
generated by computer technology that users can
explore in 360 degrees. It enables users to view,
navigate, and engage with three-dimensional (3D)
worlds. Virtual Reality provides an interactive
and immersive experience that brings virtual
environments to life through the use of VR
headsets or other display technologies. As
technology continues to advance, VR applications
have been adopted across multiple fields,
including entertainment, manufacturing,
healthcare and education.

Viewed from a different angle, High-
Efficiency Video Coding (HEVC) is a video
compression standard designed to greatly enhance
compression efficiency without compromising
video quality®. Compared to H.265/AVC, HEVC
can reduce the bitrate by as much as 50%, while
still supporting multiple high and ultra high
resolution videos.

In addition, the study in paper®
demonstrates that EMBMS (Evolved Multimedia
Broadcast Multicast Services), supported by a 4G
mobile network, enables multicast transmission to
multiple terminals. This allows a group of users to
stream and watch 360° video live via mobile

network using virtual reality device. As shown in
Figure 1, EMBMS provides an effective solution
for distributing video content of high quality via
mobile  networks by employing video
standardization through HEVC/H.265 to the
encoder’. EMBMS technology enhances network
resource utilization and decreases the total
bandwidth needed to deliver video content to
multiple users by employing multicast and
multimedia streaming®.

Through mobile networks, to design for
multiple users of VR services, in this study we
introduce a new approach for predicting the
viewport of 360° videos. Based on client-side
approach, referred to as QoE-ViLA (Viewport-
based Live-streaming Adaptation in multicast
and unicast), allows for the assessment of data
rate per bandwidth to enhance video signal
quality for users in the context of QoE-Driven
Viewport Adaptation for Live 360° Video
Streaming in both multicast and unicast modes.
Within QoE-ViLA, each video tile is encoded in
different quality levels (called versions) using
High-Efficiency Video Coding (HEVC). The
main contributions of the proposed method are
outlined as follows:



Figure 1. Video encoding standardized using H.265/HEVC

- Throughout a video streaming session, tiles
beyond the user's viewing area are assigned
only basic representatios to maintain a
minimal quality level, while tiles within the
viewport are transmitted in several enhanced
versions. As a result, QoE-ViLA achieves
more efficient use of available network
resources compared to traditional methods.

- Impact of spectrum efficiency on different
versions of multicast transport modes for
minimizing network bandwidth usage.

The structure of this paper is outlined as
follows: Section 2 discusses about the state of
the art. The resource allocation problem is
shown in Section 3. The proposed method -
QOE-ViLA - is described in Section 4 followed
by an evaluation in Section 5. Finally, the
conclusion is discussed in Section 6.

2. RELATED WORKS

Currently, researchers are making significant
efforts to provide smooth omnidirectional video
streaming with low latency, ensuring a satisfying
viewing experience for users even under
constrained network bandwidth. In the referenced
study®, the content introduced a 360° video
streaming framework that adjusts bitrate
according to the user's viewport. This approach
incorporates the spatiotemporal rate-distortion
properties of 360° videos along with user
navigation patterns. By analyzing user behavior to
predict viewport transitions, the system adapts
video quality accordingly, resulting in an
enhanced quality of experience®®. Another study
proposes an optimized video streaming approach
using a chunk download scheduling framework,
which enables the adjustment of each parallel
stream's quality based on current bandwidth
availability and the probability of stream
switching.
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Several recent studies®** have addressed
the challenges associated with
multicasting/unicasting 360° video to multiple
mobile users, including large video data volumes,
varying network conditions, limited bandwidth
resources, and levels of user interaction. Paper*
presents a multi-quality multicast streaming
approach for 360° videos targeting multiple users
via Time Division Multiple Access (TDMA). To
enhance transmission efficiency, the authors
propose dividing encoded tiles into several
representations at varying quality levels, enabling
optimized decisions on quality selection, time
allocation, and power distribution. Meanwhile, in
paper®®, users are grouped into multiple multicast
clusters, each assigned a specific quality
representation to maximize perceived video
quality. This approach ensures smooth playback
quality of 360° content while conserving energy
without compromising visual fidelity. In paper®,
the authors introduced an innovative cross-layer
framework designed for streaming 360° video to
multiple users over cellular networks. At the
content level, tiles are encoded into several layers
using Scalable Video Coding. Meanwhile, at the
transport level, these tile layers are transmitted to
users through a combination of unicast and
multicast modes (For reference, we refer to this
method as Multi-Hyb). Paper® introduced a
scalable framework for live 360-degree video
streaming via multicast. It includes a rate-
distortion analysis to model the trade-off between
video quality and bitrate, an optimization
approach for allocating data rates to different
spatial regions of the video, and a scalable
representation of 360° video data. In which, users
are categorized into different classes based on
their network bandwidth, with each layer
corresponding to a multicast group receiving an
identical set of tiles. In paper®®, a multicast fusion
approach is introduced for adaptive multi-user
360° video streaming, aiming to maintain high
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guality of experience (QOE) in bandwidth-
constrained scenarios. This solution allows for
dynamic selection between multicast and unicast
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modes, as well as bitrate adaptation for each cell
based on the user's available bandwidth and field
of view (FoV).

Camera 360

Streaming Server

Core network

(«o”)
=

Base Staytion Ga!ﬁway

Figure 2. System Architecture Overview

Alternatively, Viewport Adaptive
Streaming (VAS) enhances user experience under
fluctuating network throughput and dynamic head
movements. Besides, VAS approaches also rely
on accurate head movement data and highly
reliable viewport motion prediction'’. By
leveraging users’ past viewport data, cross-user
behavior  patterns'®, and video  content
characteristics'®?, it is possible to forecast users’
future viewport positions. To address this
challenge, another solution involves using
Scalable Video Coding (SVC). Its goal is to ensure
smooth video playback at the best achievable
quality, even under difficult network conditions.
This is achieved through the use of SVC's base and
enhancement layers?. Initially, all tiles of the base
layer are preloaded, while the enhancement layers
of visible tiles are subsequently retrieved to
enhance frame quality and video playback will be
smoother under varying frame and network
conditions. This approach also allows users the
flexibility to select which part of the video they
wish to view at the highest Quality of Experience
(QoE), limited to the visible portion within the
video’s viewport. In paper?, the authors propose a
method that maintains a high buffer level and
ensures consistent quality in subsequent segments,
even when the average bitrate drops, thereby

Feedback channel

improving overall QoE. Since users seldom view
areas outside their current viewports, more than
80% of bandwidth is wasted during 360° video
streaming®.  Viewport Adaptive Streaming
addresses this inefficiency by delivering the
viewport region in high version and encoding the
other areas with lower version, thereby optimizing
bandwidth usage and reducing data waste?.

3. PROBLEM FORMULATION

Based on the aforementioned related works, our
proposed architecture—illustrated in Figure 2—
enables the flexible distribution of multimedia
content in multiple versions for live 360° video
streaming over a network system. This system
leverages HEVC technology to efficiently allocate
network bandwidth.

Let fSu denote the bitrate, and Ay denote the
guality of tile t in layer |. Respectively, the
parameters T, L, and U indicate the number of
tiles, layers, and users. In telecommunication
networks, an RB (resource block) is the basic
resource unit in the frequency and time domains.
Here we let B be a resource block. In addition, the
group traffic is allocated B resource blocks and let
n be the lowest efficiency of the group's spectrum
usage.



Suppose that B blocks of network resources
have been allocated to a specific group of users.
The efficiency of spectrum usage for user u (where
1 <u < U) characterizes the quality of the wireless
link between the base station and the user's
terminal device. A live 360° video stream is
divided into T tiles, each of which is encoded into
(L + 1) layers of different quality levels, with each
layer representing a distinct version. For each tile
t(1<t<T), layer| (0 <I<L)is associated with a
bitrate Su and quality Au, corresponding to version
h. In addition, each video quality level (version) is
divided into segments, and each segment has a
duration of 1 seconds. The following formula
specifies the amount of network resource blocks,
denoted as Byu, necessary to transmit version | of
each tile t to user u:
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where n* denotes the spectrum utilization
efficiency of the wireless communication link
between the base station and the user's terminal
device.

In the proposed architecture, multicast and
unicast transmission techniques can be employed
to deliver different video versions. In multicast
mode, the versions are distributed to a group of
users, whereas in unicast mode, each version is
transmitted to an individual user. Furthermore, the
spectral efficiency of multicast transmissions is

constrained by the user with the lowest spectral
efficiency in the group, which limits the overall
multicast capacity.

4. PROPOSED SOLUTIONS (QoE-ViLA)

When viewing 360-degree videos under
fluctuating mobile network bandwidth conditions
that may cause buffering or playback
interruptions, it becomes essential to adapt in real-
time by dynamically modifying parameters like
tile quality and transmission rate. By constantly
tracking network performance and factoring in
available resources, device capabilities, latency,
and the viewer’s current viewport, the proposed
architecture is able to maintain high visual quality
and smooth playback, providing viewers with an
immersive real-world experience.

In the proposed solution, we present two
transmission models for each layer of each tile
using two binary variables, yu, puu € {0, 1}, ¥ €
L,teT,ue U. Ifatile layer is transmitted via
the multicast model to all users, then yy = 1. If itis
delivered through the unicast model to a particular
user u, then gy = 1; otherwise, ya = 0 or gu = 0.

The following expression defines the goal
function for allocating network resources in multi-
user streaming scenarios.

maxx Z Z Z Queber(Ver + Puet) )
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With constraints:

Table 1. The quality (dB) and average bitrate (kbps) of the four 360° videos used in the experiment for the Multi-Hyb

and Multi-SVC approaches.

Version RollerCoaster Venice Paris Diving
Quality | Bitrate | Quality | Bitrate | Quality | Bitrate | Quality | Bitrate
#1 39.45 55.33 32.73 50.34 38.20 61.44 34.50 158.72
#2 42.72 106.74 | 3592 | 11424 | 4194 88.75 38.25 | 313.76
#3 44.75 179.11 | 3850 | 216.24 | 44.63 114.02 | 40.85 | 504.54
#4 27.14 389.12 | 4157 | 48358 | 4755 191.33 | 43.89 | 1036.97
#5 49.24 632.94 | 4453 | 824.70 | 5042 | 293.75 | 46.23 | 1418.46

Table 2. The quality (dB) and average bitrate (kbps) of the four 360° videos used in the experiment for the JUMP and

QOE-ViLA approaches

Version RollerCoaster Venice Paris Diving
Quality | Bitrate | Quality | Bitrate | Quality | Bitrate | Quality | Bitrate
#1 39.44 54.85 32.72 60.06 38.20 60.79 3448 | 158.14
#2 42.87 13172 | 36.08 | 183.03 42.20 130.40 | 38.23 | 393.64
#3 44.98 250.54 | 38.70 | 384.88 44.98 209.69 | 40.98 | 752.27
#4 47.27 515.86 | 41.77 | 826.39 47.87 340.26 | 44.02 | 1481.53
#5 49.43 033.85 | 44.77 | 1520.16 | 50.73 532.45 | 46.58 | 2499.03
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Where: Qi represents the weighting of tile t
corresponding to user u; BW denotes the user's
bandwidth, while BW also refers to the channel
bandwidth at the core; By indicates how many
network resource blocks are available to user u;
and n* has been presented above in Equation 1.

Accurate prediction of the future viewport
direction is essential for effective network
resource allocation, as it guides the selection of yy
and g values (as defined in Equation 2). The
predicted direction influences y4, responsible for
assigning weights to the views or tiles in the 360°
video. By anticipating which areas the viewer is
likely to focus on, those regions’ tiles can receive
higher y4 values, ensuring attention is directed
toward the most relevant content. Likewise, ¢—
which represents the video quality or amount of
visual detail for each tile—is also influenced by
the predicted viewing direction, enabling
optimized visual fidelity where it is most needed.
To enhance visual fidelity and vividness in the
expected viewing areas, it is necessary to estimate
the viewing direction in advance. Based on this
prediction, higher bitrate tiles or higher-quality
versions can then be allocated to those areas.

On the other hand, to optimize view-based
streaming adaptation in both multicast and unicast
scenarios, the proposed solution imposes the
following conditions:

e The overall resources assigned for
multicast and unicast must not exceed
the value of B as defined in Equation 3.

e The constraints in Equations 4 and 5
guarantee that each user receives every
FoV tile only once.

e The base layer of every tile is delivered
to all users.

5. PERFORMANCE EVALUATION
5.1. Experimental Settings

This section introduces four 360° videos —
Diving, Paris, Venice, and RollerCoaster —
prepared for the experimental setup and
evaluation. All videos have a resolution of
3840%2048 and a fixed duration of 60 seconds.
The videos were converted into the CubeMap
format at a resolution of 2890%1920 using the
360Lib tool. Subsequently, each video was
partitioned into 24 tiles, each sized 480x480
pixels. Each tile undergoes sequential encoding
into five layers, including four booster layers and
one fundamental layer. The quantization
parameters for the respective layers are fixed as
specified in Table 1 and Table 2.

Following the setup in paper®®, we set the
number of users U to 15, 30, 45 and 60. The n*
values are applied as defined in Equation 6. The
experimental evaluation was conducted on a
system running a Windows 10 (64-bit version)
operating system with 16GB of RAM and a
4.5GHz HP EliteBook Core i7 processor. We
compared the proposed solution (QoE-ViLA) with
reference methods, including the approach from
paper®® (referred to as Multi-SVC), Multi-Hyb*?,
and JUMP?, The Multi-svc method streams multi-
user VR video over a cellular network by
combining Scalable Video Coding (SVC) and
multicast to deliver popular tiles to users. In this
method, tiles are encoded into multiple layers
using SVC and then delivered to users via
multicast. The JUMP approach enables a tile to be
transmitted via either unicast or multicast. The tile
versions and transmission modes are determined
to optimize the weighted sum of FoV bitrates
across all users. Additionally, we employ the
average view PSNR (Peak Signal-to-Noise Ratio)
parameter to recompute the performance scores of
both the proposed approach and the baseline
methods, as follows:

UVPR = —2 UVPR,, (7)

u=1
UVPR, 29 X Ay @)

Where: UVPR, denotes the viewport PSNR
for user u; Q3 represents the weighted sum of the
quality of visible tiles; and 5 indicates the highest
layer of tile t streamed to user u.

5.2. Experimental Results and Discussion

In this section, we evaluate the performance
of the proposed framework in comparison with
reference methods. A bitrate analysis is conducted
using U multicast transmissions for user groups of
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15, 30, 45, and 60 users, with B varying from
20.000RBs to 700.000RBs. As shown in Figure 3,
the QOE-ViLA method consistently outperforms
all other referenced approaches across all four
videos. Specifically, the proposed method
improves the average bitrate by more than 14.11%
and 17.90% compared to the Multi-SVC and
JUMP methods, respectively. In comparison with
Multi-Hyb, the performance gain ranges from
16.86% with 15 users to 18.84% with 60 users.

JUMP —+Multi-Hyb -&Multi-SVC -#-QoE-ViLA
900

_
2 850
)
< 800
2
g 750
2
o 700
g
§ 650
< 600
550
Diving Paris Venice  RollerCoaster
JUMP - Multi-Hyb -&Multi-SVC -e-QoE-ViLA
1800
@ 1700
=%
)
< 1800
2
g 1500
2
o 1400
g
E 1300
< 1200
1100
Diving Paris Venice  RollerCoaster
JUMP —Multi-Hyb -&Multi-SVC -e-QoE-ViLA
2800
—
2 2600
a
<
> 2400
J
= 2200
@
E’ 2000
g
< 1800
1600
Diving Paris Venice RollerCoaster
JUMP ——Multi-Hyb -&Multi-SVC -8-QoE-ViLA
3600
— [60 Users]
@ 3400
)
X 3200
2
© 3000
2
o 2800
&
E 2600
< 2400
2200
Diving Paris Venice RollerCoaster

Figure 3. Average bit rate (Kbps) for 15, 30, 45, and
60 users.
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Figure 4. The performance across different numbers of
users (with B = 200.000RBs) varies between the
proposed method and the reference methods.
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Figure 5. The performance across different numbers of
users (with B = 700.000RBs) varies between the
proposed method and the reference methods.

In addition, the performance based on the
viewport PSNR metric will have been evaluated
across all methods. In the experimental setup of
this paper, four values of U—15, 30, 45, and 60—
are specifically analyzed. Figures 4 and 5 illustrate
the viewport PSNR results for both the proposed
and reference methods at B=200.000RBs and
B=700.000RBs, respectively. The results clearly
show that our approach consistently outperforms
all reference methods across all U values. The
QOE-ViLA method achieves a viewport PSNR
that is at least 6 dB and up to 12 dB higher than
the reference methods (JUMP, Multi-Hyb, Multi-
SVC) in all scenarios. Moreover, although the
viewport PSNR of the proposed method slightly
decreases when the number of users increases, the
reduction remains minimal.

6. CONCLUSION

In this study, we introduce an innovative viewport
prediction approach for multiple-user multicast

video transmission over mobile networks. The
proposed method utilizes the HEVC (High-
Efficiency Video Coding) technique in
combination with improved spectrum efficiency
to optimize bandwidth usage among users. With
the experimental results, it is demonstrated that the
proposed method can achieve significant
performance improvements, ranging from 11.04%
to 24.05% across four test videos. In future
studies, we aim to extend the capabilities of the
proposed framework to support scenarios
involving multiple users concurrently accessing
various video assets, including live 360° video
streams.
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