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TÓM TẮT

Bài báo này nghiên cứu bài toán tối ưu hóa thiết kế chùm tia trong hệ thống truyền thông không dây có sự
hỗ trợ của bề mặt phản xạ thông minh (IRS), nhằm đáp ứng các yêu cầu nghiêm ngặt của giao tiếp độ trễ thấp cực
kỳ đáng tin cậy (URLLC). Bằng cách thiết kế các vectơ chùm tia truyền tại trạm nhỏ (SC) với các giả thiết khác
nhau về các góc phản xạ của IRS. Từ đó, bài báo đề xuất một thuật toán, trong đó đó chuyển đổi bài toán tối ưu phi
lồi thành dạng bài toán lồi có thể giải được, thông qua các kỹ thuật xấp xỉ lồi kế tiếp (SCA) và thư giãn bán xác
định (SDR). Kết quả mô phỏng cho thấy phương pháp đề xuất giúp cải thiện đáng kể thông lượng hệ thống và tốc
độ dữ liệu của người dùng so với các thuật toán tham chiếu, đặc biệt là trong các cấu hình IRS và mức công suất
truyền khác nhau. Nghiên cứu khẳng định hiệu quả và khả năng mở rộng của IRS trong việc nâng cao hiệu suất
mạng trong các trường hợp URLLC.

Từ khóa: Bề mặt phản chiếu thông minh (IRS), mạng không đồng nhất, thiết kế chùm tia, giao tiếp độ trễ thấp cực
kỳ đáng tin cậy (URLLC).
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ABSTRACT

This paper investigates the optimization of beamforming in intelligent reflecting surface (IRS)-assisted
heterogeneous wireless communication systems, aiming to meet the stringent requirements of ultra-reliable low-
latency communication (URLLC). By designing the transmit beamforming vectors at the small cell (SC) with
different assumptions on IRS reflection angles, the proposed algorithm transforms a non-convex optimization prob-
lem into a solvable convex form using successive convex approximation (SCA) and semi-definite relaxation (SDR)
techniques. Simulation results demonstrate that the proposed method significantly enhances system throughput and
user data rates compared to benchmark algorithms, especially under varying IRS configurations and transmission
power levels. The study confirms the effectiveness and scalability of IRS in improving network performance in
URLLC scenarios.

Keyworks: Intelligent Reflecting Surface(IRS), Heterogeneous network, Beamforming design, Ultra-Reliable Low-
Latency Communication (URLLC)

1. INTRODUCTION

Future wireless networks are anticipated
to evolve toward intelligent and software-
reconfigurable architectures, enabling ubiquitous
communication among humans and mobile de-
vices. These networks will possess the capabil-
ity to sense, control, and optimize the wireless
environment, thereby supporting low-power op-
eration, high throughput, massive connectivity,
and ultra-low-latency communication1. As com-
munication scenarios in the 6th Generation (6G)
mobile communication era become increasingly
complex, large-scale MIMO and small-cell de-
ployments are receiving growing attention as key
network architectures2,3. This is particularly rel-
evant for practical communication scenarios in

densely populated areas with high user density.
Ultra-Reliable and Low-Latency Communica-
tions (URLLC) represents a critical standard for
6G networks4, employing short-packet transmis-
sion to satisfy stringent reliability and latency
requirements. URLLC is especially targeted at
mission-critical applications, including industrial
automation, remote healthcare, and intelligent
transportation, and other scenarios that demand
ultra-low latency and ultra-high reliability5.

Intelligent Reconfigurable Surface (IRS)
is a technology capable of reconfiguring the
wireless propagation environment, acting like
a passive metal mirror or "wave collector." It
can be programmed to modify the impinging
electromagnetic field in a customizable man-
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ner. IRS is considered a highly promising inno-
vation due to its immense potential to achieve
low power consumption, high energy efficiency,
high-speed communication, massive connectiv-
ity, and low-latency wireless communication1.
Simultaneously, accurate and low-overhead chan-
nel estimation is a critical challenge in IRS-based
systems due to the large number of IRS elements
and their unique hardware constraints. Reference
focuses on an IRS-enabled multi-user Multi-
Input Single-Output (MISO) uplink communica-
tion system and proposes a channel estimation
framework based on parallel factor decomposi-
tion to obtain the cascaded channel model. It
presents two iterative estimation algorithms for
the channel between the base station and the IRS,
and the channel between the IRS and the users.
It demonstrates that the total rate achieved us-
ing the estimated channel always reaches the to-
tal rate of the perfect channel under various set-
tings, thereby verifying the effectiveness and ro-
bustness of the proposed estimation algorithms6.
Reference7 investigates secure beamforming in
a multi-IRS assisted millimeter-wave (mmWave)
system. The study jointly optimizes the trans-
mit beamforming and IRS control to maximize
the secrecy rate, subject to total transmit power
and unit modulus constraints. It proposes an al-
ternating optimization algorithm based on Suc-
cessive Convex Approximation (SCA) and mani-
fold optimization. The results show that the pro-
posed algorithm effectively improves the secrecy
rate compared to traditional schemes. Moreover,
Advances such as joint position and beamform-
ing optimization for movable IRS (using product
Riemannian manifold optimization) further ex-
tend the role of IRS security and flexibility in
next-generation mmWave networks8. Currently,
much research combines IRS with URLLC or
heterogeneous network scenarios. For instance,
the authors in9 investigates the design of a re-
source allocation algorithm for an IRS-assisted
MISO Orthogonal Frequency Division Multiple
Access (OFDMA) multi-cell network, where IRS
is deployed to create a virtual link to enhance the
communication channel and improve reliability
for URLLC users with unfavorable propagation
conditions. In reference10, the article performed
maximizing the ratio of the total data rate to the
total cross-layer interference for femtocell users

in a two-tier OFDMA heterogeneous network
with layer interference under imperfect chan-
nel state information. The optimization problem
is studied by jointly optimizing the femtocell
base station’s transmit power and subcarrier al-
location factors. The original problem is trans-
formed into a convex optimization problem using
quadratic transformation, variable relaxation, and
Lagrange duality theory, and the results indicate
an improved interference efficiency compared to
traditional schemes.

However, references6–10 either focus solely
on URLLC without considering heterogeneous
networks, or they only address the Shannon ca-
pacity scenario. In situations where network con-
ditions become complex, it is important to con-
sider cases where Shannon capacity alone may
not meet user demands. To address this, and to
satisfy the quality of service requirements for
short-packet communication users in heteroge-
neous networks, this paper proposes an alter-
nating iterative optimization algorithm that is
more aligned with practical application needs.
The main contributions are as follows:

(1) We propose a novel beamforming op-
timization algorithm for IRS-assisted heteroge-
neous wireless networks that designs the trans-
mit beamforming vectors at the small cell with
different assumptions on IRS reflection angles of
the IRS to meet URLLC requirements.

(2) The original non-convex optimization
problem is effectively transformed into a solvable
convex form using successive convex approxima-
tion (SCA) and semi-definite relaxation (SDR)
techniques.

(3) We conduct extensive simulations to
evaluate the performance of the proposed al-
gorithm under various system configurations,
demonstrating its superiority over benchmark
methods such as random phase shift and no-IRS
schemes.

2. SYSTEM MODEL

2.1. Method of signal transmission to users

As shown in Fig. 1, the system considered in
this paper is a downlink heterogeneous network,
where the overall communication system con-
sists of a base station (BS), small cell (SC),
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Figure 1. The heterogeneous network model with IRS support

users in BS, and users in SC assisted by intel-
ligent reflecting surface (IRS) to meet the com-
munication requirements of high reliability and
low latency. Both the base station and small cell
are equipped with multiple antennas (M > 1).
The total number of users in the communica-
tion area is UB , and the number of small cell
users assisted by IRS is US = {1, 2, . . . ,K},
with each user being a single-antenna user. The
IRS is composed of N = {1, 2, . . . , N} reflect-
ing units, and the corresponding channel ma-
trix is Φ = diag(u) ∈ CN×N , where u =
[u1, u2, . . . , uN ]H = [eiθ1 , eiθ2 , . . . , eiθN ]H ∈
CN×1, with θi ∈ [0, 2π), ∀i ∈ N . The system
operation involves the following coefficient chan-
nels: the transmission channel from SC station
to IRS, GS,I ∈ CN×M ; reflective channel from
IRS to users in SC k, hh

r,k ∈ 1×N and channel di-
rectly from SC to user in small cell, hd,k ∈ C1×M

with k ∈ US ; the transmission channel from BS
to user in base station k, hm,k ∈ C1×M with
k ∈ UB . The IRS is equipped with an intelli-
gent controller to coordinate its reception and re-
flection of signals during the transmission pro-
cess, and it can obtain channel state information
(CSI) from the SC to the IRS via a wireless con-
nection11. Simultaneously, a basic baseband unit

(BBU) is implemented between the BS and SC
through a wireless backhaul, with both the SC
and IRS controlled via wireless connection. It is
assumed that the CSI of the entire system can be
obtained at the BBU12.

The signal transmitted from the BS station
is given by

xB =
∑
i∈UB

visb,i, (1)

where vi ∈ CM×1 is the beamforming vector for
the i-th base station user transmitted from the BS,
and sb,i ∼ CN (0, 1), i ∈ UB is the data sent to
the i-th base station user with E(|sm,i|2) = 1.
The transmission signal from the SC is expressed
as:

xS =
∑
k∈US

wkss,k, (2)

where wk ∈ CM×1 is the beamforming vector for
the k-th small cell user transmitted from the SC,
and ss,k ∼ CN (0, 1), k ∈ US , is the data sent to
the k-th small cell user with E(|ss,k|2) = 1. The
maximum transmitted power at the SC, Pmax, is
constrained by the following condition:∑

k∈US

∥wk∥2 ≤ Pmax. (3)
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2.2. Maximum transmission rate for small cell
users

To meet the high-reliability communication re-
quirements and low-latency constraints, the re-
ceived signal at the small cell users consists of
three components: the desired signal from the
SC, interference from the BS, and interference
from other small cell users. The k-th small cell
user is represented as

us,k = (hH
d,k + hH

r,kΦGS,I)wkss,k+∑
i∈US ,i̸=k

(hH
d,k + hH

r,kΦGS,I)wiss,i+

hH
b,kxB + nk, (4)

where nk ∼ CN (0, σ2) is the additive white
Gaussian noise (AWGN) at user k-th. Since this
paper focuses on small cell users within the
SC coverage area, the BS employs maximum
ratio transmission (MRT) for precoding. The
MRT beamforming vector13 is given by vMRT =
hb,k

∥hb,k∥ . Thus, the signal to interference plus noise
ratio (SINR) for a low-latency user k-th is:

γs,k =

|(hH
d,k + hH

r,kΦGS,I)wk|2∑
i∈US ,i̸=k |(hH

d,k + hH
r,kΦGS,I)wi|2 + ρk + σ2

k

,

(5)

where ρk =
∑

i∈UB
|hH

b,kvi|2. Here hb,k repre-
sents the channel from the BS to the k-th user in
MS, and vi denotes the beamforming vector as-
sociated with the i-th user.

The signal received by a base station user
l-th also consists of three parts: the desired signal
from the BS, the received multi-user interference
signals from other users in BS, and the interfer-
ence signals from the IRS. Thus, the received sig-
nal is denoted as:

ub,l =hH
m,lvlsm,l +

∑
i∈K,i̸=l

hH
m,lvism,i

+ hH
r,lxs + nl (6)

where nl ∼ CN (0, σ2
l ) is the additive white

Gaussian noise for the l-th user. The SINR of the
base station user l-th is given by

γb,l =

|hH
m,lvl|2∑

i∈(UB−US),i̸=l |hH
m,lvi|2 +

∑
j∈US

|hH
d,lwj |2 + σ2

l

(7)

The transmission rate of a small cell user (in
bits per second per Hz) is approximated by equa-
tion14:

R(γs,k) =

log2(1 + γk)− aQ−1(ε)
√

1− (1 + γk)−2

(8)

This paper aims to maximize the system
sum rate for US small cell users within the IRS-
assisted region, while ensuring that their QoS15

requirements are met. For base station users, out-
side the communication area, it is only necessary
to satisfy the minimum SINR requirement. By
jointly optimizing the transmit beamforming vec-
tors {wk}k∈US

at the SC and the IRS reflection
angles θi ∈ [0, 2π) for all i ∈ N , the combined
optimization problem can be formulated as:

max
wk,u

∑
k∈US

R(γs,k)

s.t.

C1: R(γs,k) ≥ Lk, ∀k ∈ US ,

C2: γb,l ≥ SINRBS , ∀l ∈ (UB − US),

C3:
∑
k∈US

∥wk∥2 ≤ Pmax,

C4: |ui| = 1, ∀i ∈ N .


(9)

Constraint C1 in the optimization problem en-
sures the minimum QoS requirement for each
small cell user; constraint C2 guarantees the min-
imum SINR requirement for base station users;
and constraint C3 ensures that the transmission
power at the SC does not exceed the maximum
power requirement Pmax. Constraint C4 is the
unit modulus constraint for the IRS elements.
Problem (9) is a non-convex optimization prob-
lem, and its non-convexity mainly arises from
the SINR in the objective function and the unit
modulus constraint (C3). The transmission rate
R(γs,k) is expressed in a non-linear form as
shown in (8).

For most non-convex problems, there is
currently no systematic solution. In the following
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sections of this paper, a series of approaches are
proposed to tackle these problems, and an effi-
cient alternative algorithm based on iterative op-
timization is presented.

3. DESIGNED ALGORITHM FOR OPTI-
MIZED BEAMFORMING

3.1. Optimization problem transformation

In this section, we solve optimization problems
(9) with coupled variables to obtain optimal so-
lution. This article focuses exclusively on the op-
timal beamforming at the SC. Therefore, we ap-
ply an optimization approach using a fixed-point
iteration for the IRS phase shift vector u. Finally,
the optimization method is employed to solve the
subproblems in (9).

For the processing R(x) it can be ex-
pressed as R(x) = f1(x)−aQ−1(ε)f2(x), where
f1(x) and f2(x) are two convex functions of x.
Q−1(ε) is a positive constant, so the objective
function R(x) is the difference of two convex
functions16. Using the first-order Taylor expan-
sion of f2(x), we have:

log2(1 + x)−Akx−Bk (10)

where Ak = aQ−1(ε)f ′
2(x

t), and Bk =
aQ−1(ε)(f2(x

t)−f ′
2(x

t)xt). Thus, the objective
function for the optimal solution of this problem
can be expressed in terms of the transmission rate
in equation (10).

Next, we aim to optimize the beamform-
ing vector wk at the SC, assuming that the
IRS reflection vector u is fixed. The following
quantities are defined: Wk ≜ wkw

H
k ;Mk ≜

mkm
H
k ;mH

k = hH
d,k + hH

r,kΦG;mk = hd,k +

GHΦhr,k. Therefore, the SINR in (5) can be
rewritten as:

γs,k =
Tr(WkMk)∑

i∈US ,i̸=k Tr(WiMk) + ρk + σ2
k

.

(11)

This formula expresses SINR as the ratio of the
useful signal power to the sum of interference and
noise powers for user k-th at the SC.

3.2. Optimization of the transmit beamform-
ing vector at the SC

From (11), the optimization problem in expres-
sion (9) can be rewritten as follows:

max
wk

∑
k∈US

log(1 + γs,k)−Akγs,k −Bx

s.t.

C1, C2, C3 :
∑
k∈US

Tr(Wk) ≤ Pmax,

C5: Wk ≥ 0, ∀k ∈ US ,

C6: rank(Wk) ≤ 1, ∀k ∈ US .


(12)

Here, constraints C5 and C6 are introduced to
ensure that Wk ≜ wkw

H
k remains valid after

optimization. Next, an approximate treatment is
made to the problem in expression (12). First,
the objective function is expressed as the dif-
ference between two convex functions (DC pro-
gramming)17, J1 − J2, where

J1 =
∑
k∈US

log2

(∑
i∈US

Tr(WiMk) + ρk + σ2
k

)
(13)

and

J2 =
∑
k∈US

log2

 ∑
i∈US ,i̸=k

Tr(WiMk) + ρk + σ2
k

 .

(14)

For any positive semi-definite matrix
Wk, k ∈ US where t represents the iteration in-
dex, we use the first-order Taylor expansion for
J2 at W(t1)

k :

J2(Wk) ≤ J2(W
(t1)
k )+∑

k∈US

Tr(∇H
Wk

J2(W
(t1)
k )(Wk −W

(t1)
k )) (15)

where ∇H
Wk

J2(W
(t1)
k ) is the gradient of J2 with

respect to Wk. Therefore, the objective function
can be rewritten as:∑
k∈US

log2(1 + γk) ≥ J1 − J2(W
(t1)
k )−

∑
k∈US

Tr(∇H
Wk

J2(W
(t1)
k )(Wk −W

(t1)
k )) ≜ Nk

(16)
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Since constraint C6 is also a non-convex
constraint, to solve this type of problem, the
semi-definite relaxation (SDR) technique18 is
employed. We define J3 and J4 to represent the
following expressions:

J3 = Tr(WkMk) (17)

and

J4 =
∑

j∈K,j ̸=k

Tr(WjMk) + ρk + σ2
k. (18)

Both J3 and J4 are function of Wk. According
to reference19, for x > 0, where x ∈ R, x can be
treated as a specific value after each iteration, so
the following inequality (19) holds:

1

x
≥ 2

x̄
− x

x̄2
(19)

Substituting γk = J3

J4
, we get:

J3
J4

≥ J3

(
2

J̄
(t1)
4

− J4

(J̄
(t1)
4 )2

)
=

2J3

J̄
(t1)
4

− J3J4

(J̄
(t1)
4 )2

(11)

In particular, to approximate the product J3J4,
we write:

J3J4 =
(J3 + J4)

2

4
− (J3 − J4)

2

4
. (20)

Similarly, a first-order Taylor expansion is ap-
plied to (J3−J4)

2, after this treatment, the result
is as follows:

J3
J4

=
2J3
J̄4

− 1

J̄2
4

(
(J3 + J4)

2

4
− 1

4
(J̄4 − J̄3)

2

)
+ 2(J̄4 − J̄3)Mk(Wk −W

(t1)
k ), (21)

where J̄4 =
∑

i∈US ,i̸=k Tr(W(t1)
i Mk)+ρk+σ2

k,

and J̄3 = Tr(W(t1)
k Mk). Furthermore, a Taylor

approximation is applied to the convex function
(J3 + J4)

2, and by rearranging inequality (11),
the following result is obtained:

J3
J4

≥ 2J3
J̄4

− 1

J̄2
4

(
J̄3J̄4+

2J̄4Tr
(
Mk

(
Wk −W

(t1)
k

)))
≜ J3,4 (22)

After this processing, the ratios of the two convex
functions J3/J4. Thus, the objective function in
expression (12) becomes:

∑
k∈US

R(γs,k) =
∑
k∈US

Nk −AkJ3,4 −Bk. (23)

Next, constraint C2 needs to be addressed.
According to the minimum SINR requirement
for macro-cell users, MRT precoding is applied
for processing. Therefore, constraint C2 can be
rewritten as

C2 :
∑
k∈US

Tr(WkHr,l) + ρl + σ2
l + ≤ 1

SINRBS
,

∀l ∈ (UB − US). (24)

Due to Wk ≜ wkw
H
k , it is included in

constraint C6. To solve the problem, the semi-
definite relaxation (SDR) technique is applied,
and the original optimization problem (12) is re-
formulated as:

max
Wk

∑
k∈US

Nk −AkJ3,4 −Bk

s.t.

C1,C2,C3 :
∑
k∈US

Tr(Wk) ≤ Pmax, ∀k ∈ US

C5: Wk ≥ 0, ∀k ∈ US


(25)

Expression (25) is now a convex optimization
problem that can be solved using standard con-
vex optimization tools. To obtain the optimal so-
lution, an iterative algorithm is employed to solve
expression (25) for Wk across time slots t. The
proposed algorithm is summarized in Table 1.
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Table 1: Iterative beamforming vector design
algorithm based on successive convex appro-
ximation (SCA)
Initialize the maximum number of iterations,
tmax, the iteration index t1, and the variable
set {W(t1)

k }; set the optimization variables
u = [u1, u2, . . . , uN ]H as a constant.
1. For i = 1, 2,..., do:
2. Under the given values of W(t1)

k and u,
solve problem (25) to obtain W

(t1+1)
k .

3. Update the iteration index: t1 = t1 + 1
4. Repeat steps 2–3 until convergence or until

t1 = tmax
1

5. End for

4. NUMERICAL RESULTS

This section presents the simulation re-
sults for the proposed system and algorithm. The
study considers all communication participants
in an IRS-assisted heterogeneous network, which
are assumed to be located on the same two-
dimensional plane assumed as follows: i) Net-
work Setup: Within the small cell coverage area,
there are 2 IRS-assisted small cell users and 2
base station users. The base station region is cen-
tered at (0, 0) meters, with the small cell base
station located at (20, 0) meters and the base sta-
tion at (−150, 0) meters. The IRS is positioned at
(70, 70) meters; ii) User distribution: Small cell
users are randomly distributed within a circle of
radius 5 meters centered at (0, 80) meters. Base
station users are randomly distributed within a
circle of radius 5 meters centered at (0, 25) me-
ters; iii) System parameters: The noise power
spectral density is set to −175 dBm/Hz, and
the system bandwidth is 240 kHz. The channel
is modeled with a Rician factor of 10 and a low-
latency target decoding error probability of 10−5.
Each transmitted signal contains Lk = 11 bits.
The system is equipped with 4 antennas at the
base stations, and the IRS is configured with N =
16, 36, or 64 reflecting elements. For base station
users, the minimum SNR requirement is set to 15
dBm. In this study, the performance evaluation
focuses on the average system throughput and the
average data rate of small cell users, which are
referred to as the system throughput and average
user rate, respectively.

To evaluate and compare the performance

of the proposed algorithm, two benchmark algo-
rithms are considered:

(1) Random Phase Shift Algorithm: In this
method, each IRS element is assigned a ran-
dom phase shift. Specifically, for the optimiza-
tion variable u, a random number is selected uni-
formly from the interval [0, 2π) and fixed at the
beginning of the simulation. Subsequently, only
the beamforming Wk is optimized.

(2) No-IRS Algorithm: In this approach,
the channels associated with the IRS, namely
GS,I and hr,k, as well as the phase shift Φ, are
removed. Optimization is then performed solely
on the beamforming Wk.

Figure 2. Relationship between Pmax of the Small

Cell (SC) and the Average Sum System Rate, with

K = 2 and N = 16.

Fig. 2 illustrates the relationship between
the maximum transmitted power (Pmax) of small
cell and the average system sum rate. As Pmax

increases, the average system sum rate shows a
monotonically increasing trend. This behavior is
influenced by constraint C3 in the optimization
problem, where Pmax directly impacts the feasi-
ble range of the beamforming optimization vari-
able Wk. At Pmax = 15 dBm, the three algo-
rithms exhibit different performance characteris-
tics: the proposed optimization algorithm yields
the highest average system sum rate, followed
by the Random phase shift algorithm, while the
"without IRS" case performs the worst. In the
range from 15 to 40 dBm, there is a noticeable
gap in the rate of increase between the proposed
algorithm and the other two. However, the magni-
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tude of this difference remains modest. The per-
formance trend of the random phase shift algo-
rithm closely follows that of the "without IRS"
case. For Pmax in the range of 40 to 45 dBm, the
differences among the three algorithms become
more pronounced. The proposed algorithm be-
gins to exhibit a steeper growth rate compared to
the other two. Similarly, the Random Phase Shift
algorithm shows an increase in its growth rate rel-
ative to the "without IRS" case, which continues
to show the smallest rate of increase.

Figure 3. The relationship between number of it-

erations and the system’s average sum rate with

N = 8, 16, 36, 64, Pmax = 30 dBm

Fig. 3 successfully validates the proposed
algorithm’s convergence and underscores the piv-
otal role of the IRS in enhancing network capac-
ity. Specifically, Fig. 3 illustrates the relationship
between the number of iterations and the average
system sum rate (in bits/s/Hz) for a proposed al-
gorithm under varying values of IRS reflecting
elements N = 8, 16, 36, 64, with a fixed transmit
power Pmax = 30 dBm. The results clearly indi-
cate that the proposed algorithm benefits signifi-
cantly from increased IRS element counts. As N
increases, the system sum rate improves across all
iteration counts. For instance, at 1000 iterations,
the algorithm with N = 64 achieves approxi-
mately 3.6 bits/s/Hz, while the configuration with
N = 8 reaches only around 2.5 bits/s/Hz.In addi-
tion, the convergence of the algorithm is evident:
all curves exhibit rapid initial growth in the sys-
tem sum rate, particularly within the first 400 it-
erations. Beyond this point, the rate of improve-
ment diminishes, indicating convergence toward

a performance ceiling. The proposed algorithm
demonstrates robust scalability and convergence
properties. The consistent upward trend across all
configurations confirms its effectiveness in itera-
tive optimization settings.

Figure 4. The relationship between the maximum

transmitted power of base station (PBS) and the

system’s average sum rate with K = 2, Pmax = 30

dBm

From Fig. 4, it can be observed that as
transmitted power at the base station PBS in-
creases, the average system sum rate decreases
for all three algorithms. The influence of the BS
on the average system sum rate for the SC users
can be understood from expressions (9) and (12).
In (9), the increase in BS transmission power re-
sults in a larger SC component in the denomi-
nator, thereby increasing interference for the SC
users. This leads to a decrease in the SINR of the
SC users, which in turn lowers the average sys-
tem sum rate. Additionally, for the proposed al-
gorithm, when the transmitted power at the BS
is relatively low (e.g., between 20 and 32 dBm),
the enhancement effect of the IRS remains sig-
nificant, and as a result, the average system sum
rate decreases more gradually. However, once the
transmitted power at the BS exceeds the 32 dBm
threshold, the excessive increase in BS power ex-
acerbates its impact on SINR, causing a sharp ac-
celeration in the rate of decrease of the average
system sum rate. Moreover, it can be noted that
the proposed algorithm does not always outper-
form the random phase shift and no-IRS cases.
When the decoding error probability is set to
ε = 10−7, the average system sum rate is lower
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compared to all three algorithms when ε = 10−5.
This indicates that, as the transmitted power at
the BS increases, the change in ε has a more sub-
stantial impact on the average system sum rate
than in the random phase shift and “No-IRS” sce-
narios.

5. CONCLUSION

In this study, we proposed an efficient beamform-
ing optimization algorithm for IRS-assisted het-
erogeneous wireless networks, targeting the en-
hancement of system throughput under URLLC
constraints. By reformulating the original non-
convex problem using convex approximation
techniques and iterative optimization, the algo-
rithm achieves notable improvements in average
system sum rate and convergence speed. Sim-
ulation results validate the superiority of the
proposed method over traditional random phase
shift and no-IRS schemes, particularly in sce-
narios with increased IRS elements and moder-
ate transmission power. Furthermore, the analysis
reveals the sensitivity of system performance to
base station power and decoding error probabil-
ity, highlighting the importance of careful param-
eter tuning. Overall, the proposed approach offers
a promising solution for future high-performance
wireless communication systems leveraging IRS
technology.
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