Téng quan vé irng dung md hinh Cay quyét dinh trong nhan
dién gian lan giao dich ngéan hang s6

TOM TAT

Nghién ciru thuc hién tong quan c6 hé théng vé cac nghién ctru ing dung mé hinh Cay quyét dinh trong phat
hién gian 1an trong giao dich ngén hang sd, dya trén dir liéu thu thap tir cac co s& Scopus, Web of Science va Google
Scholar. Thong qua phwong phap phan tich tric lwong thu muc va quy trinh sang loc PRISMA, 76 bai béo phi hop
dugc xac dinh va phan tich chuyén sau. Két qua cho thdy cac nghién ctru hién nay tap trung vao ba huéng chinh: (i)
hiéu suét ciia mé hinh Cay Quyét Pinh trong viéc phat hién cac gian 14n trong giao dich ngan hang sb; (ii) xir Iy mat
can bang dir liéu bang k¥ thuat SMOTE va céac bién thé; va (iii) tdi vu héa hiéu suit du bao bang cach tich hop cac
phuong phap hoc may khac tao ra mé hinh t6 hop. Trén co s d6, nghién ctru dé xuat phat trién cac mo hinh Cay
quyét dinh lai ghép co6 kha nang ty hoc va thich tng, ddng thoi két hop céc k¥ thuét giai thich m6 hinh (XAI) nhu
SHAP hodc LIME dé can bang giita d6 chinh xac va tinh minh bach. Ngoai ra, can tang cudng tich hop dir liéu thoi
gian thuc va phan tich hanh vi ngudi ding nham xay dung hé thong phat hién gian 1an théng minh, bén viing va
dang tin cdy hon trong tuong lai.

Tir khéa: Cdy quyét dinh, Ngdn hang sé, Phdt hién gian lgn giao dich, Phiong phdp PRISMA



A Review of Decision Tree Applications in Digital Banking
Transaction Fraud Detection

ABSTRACT

The study conducted a systematic review of the research on applications of Decision Tree models in
detecting fraud in digital banking transactions, based on data collected from Scopus, Web of Science, and Google
Scholar. Through bibliometric analysis and the PRISMA screening process, 76 relevant articles were identified and
analyzed in depth. The results showed that current research focuses on three main directions: (i) the performance of
Decision Tree models in detecting fraud in digital banking transactions; (ii) handling data imbalance using the
SMOTE technique and variants; and (iii) optimizing the forecasting performance by integrating other machine
learning methods to create ensemble models. On that basis, the study proposed to develop hybrid Decision Tree
models with self-learning and adaptive capabilities, and combine model explanation techniques (XAI) such as
SHAP or LIME to balance between accuracy and transparency. In addition, it is necessary to strengthen the
integration of real-time data and user behavior analysis to build a more intelligent, sustainable, and reliable fraud

detection system in the future.

Keywords: Decision Tree, Digital Banking, Transaction Fraud Detection, PRISMA.

1. INTRODUCTION

Global digital transformation is an inevitable
trend as technology is booming strongly. All
sectors and industries in the economy are
competing to invest in technology to improve
services, enhance customer experience, to
enhance  competitive  position,  towards
sustainable development. As digital banking
develops strongly, along with the trend of
cashless payments, more and more customers
prefer to transact through bank apps rather than
transact directly at the counter, this has posed a
huge challenge in terms of security as well as
ensuring network security for banks because
strong technology development is also the main
cause of the increase in fraudulent behavior as
well as online fraud. According to an article
published in 2025 by Thanh Luan in Thanh Nien
newspaper, up to 2.3 million bank cards in
Vietnam had their information leaked on dark
websites in 2023 and 2024; however, up to 95%
of the cards are still valid, so criminals can still
easily carry out illegal acts on customers'
accounts without being detected. In addition, in
the report of Viettel Cyber Security Company on
the situation of user account data leakage in
Vietnam in 2024, there were about 14.5 million
user accounts with personal information leaked,
including social network accounts such as
Facebook, Zalo, e-wallet accounts, email
accounts, bank accounts, accounting for 12% of
the total number of accounts with information

leaked globally, which has increased the risk of
bank accounts being hacked and easily stolen. If
in the past, traditional fraud was simply finding
passwords to log into customers' accounts or
through fake messages or links asking customers
to enter codes to steal information, now,
technology criminals can simulate user behavior
by wusing artificial intelligence to bypass
authentication and log into customer accounts to
stole money, this causes great obstacles to the
control and management of banking transaction
risks.

Faced with the increasing challenge of fraud,
applying artificial intelligence (Al) to building a
fraud warning and prevention system is urgent
and practical. According to an article on
SecurityBrief Asia, about 70% of global
financial institutions have deployed Al and
machine learning fraud detection systems in
2024. When Al is strongly applied in the
banking and finance sector, supervised machine
learning is considered an effective approach in
identifying and predicting transactions with
signs of fraud based on historical data sets.
Among the commonly applied supervised
machine learning algorithms, the Decision Tree
model stands out with its ability to build
classification rules in an intuitive and easy-to-
understand way, and can analyze in-depth
characteristics to identify fraudulent behavior
quickly and easily. In particular, Decision Tree
is considered a form of Explainable Al - XAI,
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because this model clearly shows the
relationship between input variables and
predicted results through a series of specific
decision rules. This explainability not only helps
users understand the reasoning behind each
fraud prediction or warning, but also meets the
requirements of transparency and accountability
in the banking sector.

In the context of increasingly sophisticated
forms of financial fraud and credit risk,
reviewing studies applying the Decision Tree
model in detecting fraud in digital banking
transactions not only helps guide future research
on the application of the Decision Tree model in
the banking sector but also provides practical
implications for banks in selecting, deploying,
and optimizing explainable artificial intelligence
systems.

2. LITERATURE REVIEW
2.1. Transaction fraud detection

According to research by Vanini et al., online
banking fraud occurs when criminals hijack and
transfer money from an individual’s online bank
account.! E-banking fraud is costing billions of
dollars globally, with cases such as phishing and
identity theft leading to the loss of money from
personal and business accounts.” These losses
not only directly affect users but also increase
systemic risks for banks and financial
institutions, requiring increasingly effective
prevention and detection solutions.

In the digital banking context, each transaction
is conducted through a highly digitized and
automated system, making fraud detection not
only dependent on manual controls but also
requiring intelligent data analytics models that
can recognize unusual behavioral patterns in the
transaction flow. Unlike traditional fraud, online
transaction fraud occurs in real time and can be
hidden among millions of legitimate
transactions, making it difficult for early
warning systems without effective detection
models. Fraud is becoming more sophisticated
through the use of artificial intelligence, such as
deepfakes and fake calls, with tricks such as

refund scams and QR codes.® Similarly, the
Bank for International Settlements report also
pointed out that fraudsters use malicious codes
to automate fraudulent transactions, intercept
authentication messages, and change recipient
information, which are “dynamic” tools to deal
with new banking technology.*

It can be seen that fraudulent transactions in
digital banking are increasingly sophisticated
and unpredictable, while increasing systemic
risks for banks and financial institutions. These
losses not only directly affect customers but also
require increasingly intelligent and timely
prevention and detection measures. Traditional
monitoring systems and manual controls are no
longer effective enough, especially when
fraudulent transactions can be hidden among
millions of valid transactions. The banking
industry report has highlighted that banks should
invest in Al, machine learning, and behavioral
analytics to detect fraud in real-time, especially
against threats from Al genes.” This shows that
the application of smart technologies is essential
for banks to proactively detect unusual behavior
and improve the ability to protect customer
assets and data. The Vanini et al. research group
emphasizes digital banking fraud focused on
online and mobile payment channels, in which
fraudsters use identity theft to access the system
as legitimate account holders, but their
transaction behavior is different from the
account holders.’ Thus, it is possible that due to
the differences in transaction behavior, fraud
detection systems can detect early that a
customer's account is being compromised, and
take preventive actions such as locking the
account and sending warnings to customers.
Thus, transaction behavior analysis becomes a
key tool to identify abnormalities early, helping
the system respond promptly with measures
such as locking accounts or sending warnings to
customers, thereby minimizing the risk of
financial loss for both banks and customers.

In the study by Wei et al., the proposed process
for identifying fraudulent transactions using
machine learning is as follows:¢



TransactionDB

|
h 4

|
|
Transaction Set y__
(basic features + derived features)

Contrast features minin
SequenceDD3 £

Contrast Vector

Samplingby | Feature Selectionby [ Rough Set
Bootstrap Gain Ratio Discretization
I
o _____l
i
| Contrast pattern discovery
I L Fraud Pattern .
v I Borders ]I
|
L st Paitt
onges. vallan }~ 4 e — = - - —F{ Contrast Patterns
Mining | |
L Genuine Pattern 1 ]
Borders i .
Borders Differentiation |
|
- ]
|
| . . Contrast
| ; Classificr 1 — 7 modeling
/ |
I , |
s
v ’ :
/
‘ Cross-coverage Test }~ -—= b‘ Classifiers Building ]( :
~
~ |
h |
|
|

{ Real Time Transactions }— ————————————

Prediction

[ Risk Scoring

Figure 1. Framework for mining contrast in online banking behavior

First, the original transaction data is collected
from the banking system and pre-processed to
remove noise, standardize the format, and
handle missing values to ensure the accuracy
and integrity of the data. From this data set,
features are extracted, including basic features
such as transaction value, transaction type,
execution time, and behavioral features inferred
from the user's activity chain, reflecting real-
time transaction habits and trends. After
extraction, the data is put into the feature
selection stage using information criteria to
identify factors that have a high ability to
distinguish between valid and fraudulent
transactions. These features are further

discretized to facilitate pattern mining and
reduce computational complexity. Next, the
system proceeds to mine contrasting behavioral
patterns between the two groups of transactions,
thereby detecting characteristic patterns that
represent fraudulent behavior. Based on these
patterns, a machine learning model is built
through classifiers, which helps identify and
group transactions according to their risk level.

In the final stage, the model is applied to real-
time transactions to calculate the risk score for
each transaction. Transactions with high risk
scores will be alerted by the system for timely
review and handling by the bank, contributing to
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minimizing losses and improving fraud control
efficiency.

The close coordination between these steps
helps the system not only detect abnormal
behavior but also continuously learn and adapt
to new forms of fraud in the increasingly
complex digital transaction environment.

In short, transaction fraud in digital banking is
the most sophisticated, dynamic, and difficult to
detect form of fraud in the modern financial
environment. As artificial intelligence continues
to grow, especially in the field of machine
learning with its strengths in predicting and
classifying objects, the research and application
of machine learning models are becoming an
effective direction in fraud detection and fraud
risk management. “Machine learning algorithms
and high processing power increase the
capability of handling large datasets and fraud
detection in a more efficient manner,” according
to Hashemi et al.’

2.2. Decision Tree algorithm

A decision tree is a supervised machine learning
model used to classify or predict based on the
logical branching structure of data. According to
Quinlan's research, a decision tree works on the
principle of sequentially splitting data into
smaller groups, maximizing the information
purity of each group through measures such as
Information Gain.® On the online learning
platform GeeksforGeeks, the decision tree is
visually drawn with each node in the tree
representing an attribute, the branch representing
the splitting condition, and the leaf node
representing the predicted outcome label, as
shown in Figure 2:

Root Node

: Decision Node : Decision Node
[ 1 [ 1
Leaf Node Leaf Node ! Decision Node Leaf Node
|
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Figure 2. Basic structure of a Decision Tree

This model generates interpretable decision
rules that help identify unusual behavioral
patterns in digital banking transaction data, such
as unauthorized transactions or suspicious
logins. With high transparency, decision trees
belong to the group of explainable artificial

intelligence, giving them an advantage over
complex models such as deep neural networks.

In the digital banking domain, fraudulent
behavior is often demonstrated by unusual
patterns in transaction behavior, such as sudden
increases in transaction frequency, device
changes, or unusual login locations. Decision
trees help classify these patterns into “normal”
and “fraudulent” groups based on threshold
values learned from training data. Research by
Manzoor and Aslam shows that the branching
structure of the decision tree allows the model to
represent decision logic visually.’

According to bibliometric analysis results, since
2010, research on supervised machine learning
applications, especially Decision Trees in fraud
detection, has been a trend that many researchers
are interested in.
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Figure 3. Word cloud

Figure 3 shows a keyword cloud illustrating
popular research topics related to fraud detection
and the application of artificial intelligence in
financial crime prevention during the period
2010 - 2020. Large keywords such as “decision
trees,” “machine learning,” “fraud detection,”
“crime,” and ‘“random forests” show a high
frequency of occurrence and great interest in this
field. From this, it can be seen that the research
trend of scientists on financial fraud detection
focuses mainly on the application of machine
learning methods, especially decision-making.

In summary, the Decision Tree operates by
splitting data into branches based on the values
of attributes to build classification rules, which
are commonly used to identify and label unusual
transaction patterns in  digital banking
environments. The popularity of this model in
research reflects its important role in the
research stream of supervised machine learning
applications.

3. METHOD



The study uses two methods, including
bibliometric analysis and systematic review
according to the PRISMA framework. These
methods help provide a comprehensive
overview of research development, key themes,
and knowledge gaps in the selected field.

In the first phase, the study performed the
bibliometric analysis. Scopus was chosen as the
main data source because it is the world's largest
and most prestigious academic database, with a
standard, uniform structure, and supports
exporting raw data files suitable for processing
with  bibliometric  analysis tools  using
Bibliometrix software. Bibliometric analysis
helps identify research trends, as well as
prominent topics related to the Decision Tree
model in the banking sector, thereby suggesting
future research directions.

In this study, a dataset of 1,206 studies related to
supervised machine learning applications to
detect fraud in the financial and banking sector
in the period 2010 - 2024 was collected from the
Scopus database. The collected data were
processed and analyzed using Bibliometrix
software (R package) to identify research trends
of scientists in the period 2010 - 2024 associated
with the Fourth Industrial Revolution, when new
technologies such as artificial intelligence,
Internet of Things (IoT), big data, and cloud
computing developed strongly and are widely
applied.

Table 1. Number of published studies

2010 17
2011 18
2012 20
2013 9

2014 12
2015 15
2016 29
2017 30
2018 64
2019 89
2020 133
2021 158
2022 176
2023 176
2024 260

Articles
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Figure 4. Chart of annual scientific production

It can be seen that the trend of research on
supervised machine learning applications in the
banking and finance sector has increased over
the years, especially in the period 2020 - 2024,
from 133 studies to 260 studies. With the strong
development of technology and global
digitalization, the application of artificial
intelligence in the banking sector is extremely
necessary, which is also the reason why research
on machine learning applications in banking is
prioritized by researchers.
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Figure 5. Frequency of keywords

Figure 5 shows the frequency of keywords in
1,206 studies on supervised machine learning
applications in the banking sector from 2010 to
2024. Groups of phrases such as "Decision tree",
"machine learning", "random forest" are model
terms that are mentioned a lot in studies,
especially "Decision tree" with 878 times. The
phrases "crime" and "fraud detection" which are
related to the application field of supervised
machine learning appear quite a lot with
frequencies of 640 and 431 times respectively,
showing that these are two application fields of
great interest. The third group of phrases,
belonging to the group of classical methods,
such as "logistic regression" and "support vector
machines" also appear in studies but much less
than "Decision tree" and "random forest",
proving that these two methods are less popular.
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Figure 6. Keyword network

From Figure 6, it can be seen that in the period
2010 - 2020, the keyword network appeared
with two clearly separated clusters, including the
red cluster with the prominent keywords
"Decision trees" and "Crime", while the blue
cluster with the prominent keywords "machine
learning” and "random forests".

The red cluster shows the application direction
of machine learning in the banking and finance
sector, especially the application of "decision
trees" in identifying fraud and crime, shown
through the association with the keywords

"fraud detection", "crime", "forecasting", and
"feature selection".

The blue cluster with the central keywords
“machine learning”, “random forests”, “logistic
regression”, and “xgboost” is the foundational
machine learning models, along with the
learning methods including “adversarial” and
“supervised”, with the application directions of
“fraudulent transactions”, ‘“credit card fraud
detection”. This group represents the theoretical
and technical foundations in developing and

improving machine learning algorithms.
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Figure 7 shows four topic groups, including
Niche Themes, Motor Theme, Basic Theme, and
Emerging or Declining Theme. The chart shows
the relationship between the level of
development and the relevance of research topic
clusters in the field of supervised machine
learning. Each bubble represents a keyword
phrase, in which the bubble size represents the
importance or the number of related research.

The first is the Nick Theme group, which
includes topics such as “trees,” “class
imbalance,” “big data,” ‘“adversarial machine
learning,”  “contrastive  learning,”  and
“blockchain.” This group focuses on advanced
machine learning methods and large-scale data
processing, and extends to modern technologies
such as blockchain and adversarial machine
learning. Topics in this group are often
researched at a deep level, but their scope of
application is limited. Notably, the smallest ball
is located at the boundary between Nick Theme
and Emerging or Declining Themes,
representing topics about “algorithms” that are
general, have low density of development, and
low level of connection, indicating a gradual
decline in the future.

Next is the Basic Themes group with topics on
“machine learning”, “random forests”, “logistic
regression”, “decision tree”, which are highly
central, play a fundamental role in the field of
machine learning, and are commonly used in
applications; however, the level of development
of these topics is not deep. In particular, the
“decision tree” ball is located at the intersection
between Basic Theme and Motor Theme,
showing that this topic is both fundamental and
has a strong development and application trend.
This reflects that Decision Tree not only plays a
core role in traditional machine learning models,
but also is an important bridge between theory
and advanced applied research directions,
especially in fraud detection, data mining, and
trend prediction. In addition, the central position
and intersectional behavior prediction. This
combination not only increases accuracy but
also improves the ability to handle large and
complex data in the digital banking
environment. Thus, the Basic Themes group is
not only a theoretical foundation but also a hub
connecting applied research, playing a key role
in promoting the development of machine
learning methods in practice. The role of the
Decision Tree also shows its importance in
integrating with other advanced techniques, such

as ensemble learning or hybrid models, to
improve the efficiency of fraud detection and

In summary, through bibliometric analysis on a
dataset of 1,206 research articles on supervised
machine learning applications in fraud detection
in the financial and banking sector, it can be
seen that in the period 2010 - 2024, scientists
paid special attention to exploiting the
combination of foundational models and modern
specialized techniques. Foundational supervised
machine learning models such as random
forests, logistic regression, and decision trees
continue to play an important role, with the
Decision tree standing out as the core model,
with a tendency to develop strongly and be
widely applied, thanks to its intersection
between the two areas of Basic Theme and
Motor Theme. This clearly reflects the current
research trend: both maintaining a solid
theoretical foundation and expanding advanced
application directions, especially in fraud
detection systems and financial risk prediction.

In the systematic review phase, according to the
PRISMA framework, studies were collected
from reputable academic databases such as Web
of Science, ScienceDirect, and Google Scholar,
to expand the scope as well as increase the
diversity of research areas and contexts. At the
same time, from the 1,206 studies used in the
bibliometric analysis, the research on the
application of supervised machine learning to
identify financial fraud is quite wide, so at this
stage, we will screen and re-select works
focusing on the Decision Tree, including both
single and optimized models in fraud
identification in digital banking. This approach
not only ensures the reliability and
representativeness of the data but also reflects
more comprehensively the trends, results, and
research directions in many different contexts
related to the application of the Decision Tree in
fraud detection and banking risk management.
The PRISMA flowchart was developed by Page
et al. to illustrate the process of identifying,
screening, evaluating, and selecting studies in
the systematic review process.'’ Studies are
identified through various sources, and duplicate
or ineligible studies are subsequently eliminated.
The remaining studies are then assessed for
relevance and selected again before inclusion in
the overall analysis. This process helps ensure
transparency, focus, and comprehensiveness in
document selection. The steps in the process are
illustrated in Figure 8:



Identification of new studies via databases and registers

Studiesincluded in previous  Records identified from™®:
version of review (n=) Databases (n=)

Reports of studies included Registers (n=)
in previous version of
review (n=)

— screening:

Records removed before

Duplicate records
removed (n=)
Records marked as

Records identified from:
Websites (n=)
Organisations (n=)
Citation searching (n=) etc

ineligible by automation

tools (n=)

Records removed for

other reasons (n=)

Records screened (n=)

}

Reports sought for retrieval —» Reports not retrieved (n=)

(n=)

!

Reports assessed for

eligibility (n=) Reason 1(n=)
Reason 2 (n=)
l Reason 3 (n=) etc
New studies included in
review (n=)
Reports of new included
studies (n=)

Total studies included in
review (n=)

Reports of total included
studies (n=)

Reports excluded:

—+ Records excludedt (n=)

Reports sought for retrieval
n=)

Reports not retrieved (n=)

Reports assessed for
eligibility (n=)

Reports excluded:
Reason 1(n=)
Reason 2 (n=)
Reason 3 (n=) etc

Figure 8. PRISMA 2020 flow diagram template for systematic reviews

First, the study performed a comprehensive
screening step of previous sources, including
1,206 research articles on supervised machine
learning applications in financial fraud detection
were selected from Scopus in the bibliometric
analysis section along with 238 additional
studies identified through search keywords
related to “Decision Tree,” “Fraud Detection,”
“Financial Fraud,” and “Digital Banking’
from reputable academic databases such as Web
of Science, ScienceDirect, and Google Scholar.
These studies, covering the period 2010 - 2025,
were included to update research trends and
capture the major approaches in the field.
Through the screening process, duplicates, short
conference papers, or articles without full text
were removed, leaving 671 articles for title and
abstract screening to assess their preliminary
relevance.

’

In the title and abstract screening stage, the
evaluation process focused on determining the
preliminary relevance of the 671 research
articles to the research objectives. First, studies
in the banking and finance field that are not
related to fraud detection or financial fraud risk
management will be excluded, including studies
that focus on customer classification, credit
prediction, or credit scoring but do not mention
fraud factors. Second, studies on supervised
machine learning that do not use the Decision
Tree model as the main method, such as studies
that use other algorithms as the main model,

without analyzing the effectiveness of the
Decision Tree. After this evaluation process, a
significant number of papers were excluded
because the title and abstract did not clearly
show the connection between the Decision Tree
model and the goal of fraud detection in digital
banking, or only described the general
application in financial data analysis without the
risk identification aspect. The number of studies
left was only 412 papers. Next, the author
continued to evaluate the full text of 412
research articles with three exclusion criteria
applied, including:

(i) The study does not focus on the topic of
detecting fraud in digital banking transactions.

(i1)) The Decision Tree model is not the main
model or is not directly related to fraud
detection.

(ii1) The article lacks information about data or
model results.

At this stage, each article was read and
evaluated in detail regarding the scope of the
study, model structure, experimental data, and
quantitative results. Articles that only presented
theory, did not have simulations, or did not
provide enough information to compare the
model performance were eliminated. In addition,
studies that only used Decision Trees as part of
the preprocessing or feature selection process
without conducting an independent evaluation of
fraud detection performance were also not
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included in the final list. In addition, works with
data samples of unknown origin, lacking
performance evaluation indicators such as
Accuracy, Precision, Recall, F1-score, or AUC,
or only describing the overview concept without
specific experimental results were also excluded
from the final set.

After completing the full-text screening step,
only studies that fully met the criteria, including
the application of a single Decision Tree model
or a combined model in which the Decision Tree
is the underlying model applied in detecting and
predicting fraud in digital banking transactions,
were retained for the synthesis and analysis
stage. As a result, 76 research articles were in
line with the objectives of this study, eligible to
be included in the classification step according
to the research objectives, applied models, and
experimental results.

4. FINDINGS AND DISCUSSION

The results of the bibliographic analysis indicate
that keywords such as “machine learning”,

convergence of data technology and financial
risk management in digital banking fraud
detection research in recent years. Two notable
findings are: (1) Decision Tree, together with
Random Forests and Logistic Regression,
belongs to the Basic Themes group, has high
centrality, and plays a fundamental role in
machine learning; (2) Decision Tree is
positioned at the intersection of Basic Theme
and Motor Theme, serving as both a
fundamental theme and a rapidly developing
topic, with the ability to integrate with advanced
techniques such as ensemble learning or hybrid
models, thereby enhancing the efficiency of
fraud detection and the practical applicability of
the model.
To synthesize the insights from the 76 reviewed
studies following screening using the PRISMA
method, Table 2 presents a summary of the key
findings related to the application of Decision
Tree models in detecting fraudulent transactions
in digital banking, including the main
methodologies used, their advantages, inherent

“fraud detection”, “decision tree”, and “digital htrnlttatl.ons, and  suggested  improvement
banking” appear frequently, reflecting the strategics.
Table 2. Summary of key findings
. Methodology / Y Improvement
No. | Key findings Model Advantages Limitations Methods
Effectiveness Eas to Apply pruning, tune
of the Decision asy Easily  overfitted; PPy P &
Tree in Interpret, low accuracy when parameters, combine
1 | detectin Single Decision | transparent, the  dataset s with machine
frau dule%l ¢ Tree Model simple,  fast imbalanced or learning models, and
transactions in data unstable handle  imbalanced
digital banking processing data
May generate noise | Combine resampling
or non- | with  cost-sensitive
Addressing the Improves  the representative data; | learning or optimize
. SMOTE and its | detection of | . . ’
2 | data imbalance . L inappropriate SMOTE parameters
variants minority . . . .
problem classes sampling ratios | using Grid Search or
may lead to | Bayesian
overfitting Optimization
Hybrid or | Good Time-consuming Analyze feature
Enhancing the . training  process; | importance,  select
. ensemble generalization .
prediction o model performance | suitable  ensemble
3 accurac of models  based | ability, stable, depends on the | methods, and design
Yo on the Decision | less sensitive p . o &
fraud detection Tree t0 noise ensemble technique | generalization-
used oriented models

The first important finding is that most studies
confirm that the Decision Tree is one of the
most popular and basic supervised machine
learning models, often used as a foundation

model in data classification problems based on
simple, clear, and easy-to-interpret logical
rules.!"! In many studies in the past, the authors
pointed out that the outstanding advantages of
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this model lie in its transparency, intuitive
explainability, and fast processing speed,
making it a useful tool in problems that require
quick and accurate decision-making, especially
in the financial sector, where high requirements
for model explainability and auditability are
necessary.'*'® Decision Tree is often applied to
detect  fraudulent  transactions,  classify
customers, or rate credit risk, thanks to the tree
structure that clearly shows the relationship
between features and classification results.
However, besides these advantages, the
Decision Tree also reveals certain limitations.
One of the biggest disadvantages is that it is
susceptible to overfitting, especially when the
model is too complex or when the training data
is noisy, leading to poor generalization ability
when applied to new data. In addition, this
model is also sensitive to data imbalance — a
phenomenon that is quite common in the digital
banking field, where fraudulent transactions
account for only a very small proportion of the
total transactions. In studies using real banking
data, authors all noted a significant decline in
the performance of the Decision Tree in data
sets with a high class mismatch ratio.®!”" In
response to this situation, many improvements
have been proposed. The authors recommend
pruning the tree to reduce depth and remove
unnecessary nodes, helping the model avoid
overfitting; at the same time, optimizing node
splitting parameters such as maximum depth,
minimum number of samples at each node, and
so on to achieve a balance between accuracy and
generalization ability. In addition, combining
Decision Tree with ensemble models such as
Random Forest, Gradient Boosting, or hybrid
models combined with LSTM, Isolation Forest,
or Al-powered systems has been proven to be
more effective in increasing the stability and
generalization ability of the model.':!415:20:21 "n
addition, many other studies also focus on
handling imbalanced data before training,
through techniques such as oversampling,
undersampling, or feature engineering, to
improve the accuracy in identifying rare patterns
and improve the overall efficiency of the fraud
detection system.®?’, The second important
finding relates to the ability to handle data
imbalance, one of the key challenges in fraud
detection. In practice, the proportion of
fraudulent transactions is usually tiny, only
about 0.1-1% of the total number of
transactions, making machine learning models,
including Decision Trees, susceptible to
majority bias. As a result, the model can achieve
high overall accuracy but has low sensitivity to

rare fraud cases. Some research clearly pointed
out this limitation, emphasizing that improving
minority detection is a core factor to increase the
effectiveness of anti-fraud systems in banks.!3?
To address this issue, many works have
proposed the application of SMOTE and its
variants, such as K-SMOTEENN, SMOTE-
Tomek Links, or SMOTE combined with
reinforcement learning. Other studies have
demonstrated that generating additional artificial
samples from the minority class feature space
helps balance the data distribution, expand the
decision boundary, and significantly improve the
ability to detect fraud.>**® In addition,
combining SMOTE with enhanced tree
algorithms such as Random Forest, XGBoost, or
Gradient Boosting is also noted to help increase
sensitivity and Fl-score, minimizing data
bias.”?® However, if not applied properly,
SMOTE can generate synthetic data points that
do not reflect the real-world distribution, thereby
distorting the characteristics of the training data
and making the model susceptible to
overfitting.’ Therefore, many new approaches
propose combining SMOTE with cost-sensitive
learning, in which the model is assigned a higher
weight to the errors of the minority class,
providing a better balance between accuracy and
detection ability. Findings from a previous study
show that combining SMOTE and cost-sensitive
learning with parameter optimization using Grid
Search or Bayesian Optimization has increased
the stability of the model and improved the
ability to accurately detect rare fraudulent
transactions in today's digital banking
environment.”® The final finding shows that the
prominent trend of recent studies is to improve
the accuracy and stability of fraud prediction
models through the combination of machine
learning models, especially advanced tree
models such as Decision Tree, Random Forest,
Gradient Boosting, or XGBoost.?¢3%%3, These
methods take advantage of combining multiple
decision trees, which helps increase the ability to
resist noise, reduce prediction errors, and
improve the generalization ability of the model.
However, the significant limitations are high
complexity, long training time, and difficulty in
interpreting results - factors that are especially
important in the financial sector, which requires
transparency and clear model explainability. To
overcome this, recent studies have proposed
many optimization directions, such as feature
importance analysis, removing ineffective
features, or integrating model explanation
methods such as SHAP and LIME to clarify the
operating mechanism of the model, ensuring
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both maintaining high accuracy and increasing
transparency  in  decision  making 33436
Synthesizing previous research results shows
that the Decision Tree still plays a key role in
fraud detection and risk management in digital
banking. Although financial transactions are
increasingly complex and diverse, this model is
still considered the foundation thanks to its clear
structure, high interpretability, and flexibility in
combination with other models. However, the
effectiveness of the Decision Tree depends
largely on the degree of parameter optimization,
the quality of input data, and the ability to
integrate with complementary machine learning
methods.

In that context, the current research trend is
strongly shifting from simple decision tree
models to hybrid or ensemble models to both
improve accuracy and maintain explainability.
At the same time, the integration of real-time
adaptive learning mechanisms is considered an
inevitable direction, helping the system to
promptly detect emerging fraudulent behaviors
and respond quickly to changes in the
transaction environment. In the future, research
should continue to focus on developing highly
explainable ensemble models, improving
methods for handling severely imbalanced data,
and building adaptive Al-based analytical
frameworks to improve fraud detection
efficiency, while ensuring transparency,
compliance, and sustainability across the entire
digital banking ecosystem.

5. LIMITATIONS AND FUTURE WORKS

Despite the comprehensive analysis of prior
research on Decision Tree models for detecting
digital banking transaction fraud, several
limitations have been identified. First, few
studies investigate real-time adaptability,
limiting the capacity to detect emerging
fraudulent behaviors promptly. In addition, the
integration of Decision Tree models with
advanced machine learning techniques and
traceable security and transparency technologies
has not been fully exploited.

Based on these limitations, this study proposes
some future development directions. First of all,
it is necessary to focus on developing hybrid
Decision Tree models that are capable of self-
learning and dynamic adaptation, allowing the
system to update when new fraud patterns
appear continuously. At the same time,
integrating model explainability techniques
(XAI) such as SHAP or LIME is necessary to
ensure a balance between accuracy and

transparency, making the model both strong in
performance and reliable in monitoring and
auditing. In addition, future studies should
enhance the integration of real-time data
combined with user behavior analysis, thereby
building an early warning system capable of
detecting potential fraud patterns before causing
significant damage. Finally, from a governance
perspective, combining the Decision Tree model
with advanced security and transparency
technologies such as  Blockchain  or
Decentralized Identity Systems with high data
traceability and authentication capabilities is a
potential approach that not only improves fraud
detection efficiency but also strengthens risk
management capabilities, strengthens
compliance, and builds customer trust,
contributing to shaping a more secure,
sustainable, and transparent digital banking
ecosystem in the future.

6. CONCLUSION

This study has systematized and
comprehensively analyzed scientific works
related to the application of Decision Tree
models in detecting digital banking transaction
fraud. The overview results show that, despite
its early appearance, Decision Trees still play a
fundamental role in fraud detection systems
thanks to their simplicity, clear and transparent
interpretation in decision making, helping
financial institutions understand and explain the
operating mechanism of the model in the
process of risk management and regulatory
compliance. The overview results show that
current research directions focus mainly on three
main development streams. First, detecting and
classifying fraudulent transactions using the
Single Decision Tree model or its variants, to
ensure transparency and explainability in risk
classification problems. Second, addressing the
problem of data imbalance — a common
challenge in this field — using techniques such as
SMOTE and its variants, which help improve
the ability to identify minority classes and
increase the sensitivity of the model. Third,
optimizing the Decision Tree model by
integrating advanced machine learning methods
such as Random Forest, Gradient Boosting,
XGBoost, or cost-sensitive learning mechanisms
and optimizing parameters using Grid Search or
Bayesian ~ Optimization.  These  research
directions have contributed significantly to
improving the accuracy, stability, and
generalization ability of the model, thereby
expanding its applicability in the field of digital
banking.
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