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[bookmark: OLE_LINK1]Do Dung Nguyen, Van Hao Nguyen, Minh Hung Dao

Dear Editor and Reviewers, 
We would like to express our sincere thanks to the editor and anonymous reviewers for their time spent in evaluating our manuscript and providing us with various constructive comments that help us to improve the presentation of our manuscript. Addressing all reviewers’ comments, we have revised our manuscript and produced point-by-point responses to review comments accordingly.
Yours sincerely, Do Dung Nguyen, Van Hao Nguyen, Minh Hung Dao


Note: To enhance legibility of our responses, comments of Editor and Reviewers are typeset in italic font and our responses are written in plain font.












[bookmark: OLE_LINK6]Manuscript ID QNUJS-B2544
Authors’ Response to Editor
We would like to thank you for giving us detailed advices on our manuscript revision and re-submission. Following your advices, we have revised the manuscript and produced our point-by-point responses to reviewers’ comments.
[bookmark: OLE_LINK8]Authors’ Response to Reviewer 1
We would like to thank you for reading our manuscript and providing us with various constructive comments. Following your comments, we have revised our manuscript accordingly and provided our detailed responses to your comments as follows.
Comment 1:
[bookmark: OLE_LINK3]Some formula captions and figure labels could be polished for style consistency, e.g., ensuring “Figure” is capitalized consistently.
[bookmark: OLE_LINK4]Response:
Thank you for the feedback. We will review all formula captions and figure labels to ensure style consistency throughout the manuscript. Specifically, we will make sure that “Figure” is capitalized uniformly and that captions follow a consistent format aligned with the journal’s guidelines.
Comment 2:
[bookmark: OLE_LINK5]DOI numbers of some reference details should be added for an easier access.
Response:
Thank you for pointing that out. The references in the manuscript are formatted in accordance with the QNUJS guidelines.










Authors’ Response to Reviewer 2
We would like to thank you for the encouraging comment. Addressing your following comments, we have revised the manuscript accordingly.
[bookmark: OLE_LINK21]Comment 1:
Typos:
a) [bookmark: OLE_LINK9]Keyworks -> Keywords.
b) [bookmark: OLE_LINK10]Define C4 as unit-modulus, but later say “unit modulus constraint (C3)”.
c) [bookmark: OLE_LINK11]Secure beamformingfor -> beamforming for.
d) Check the notation hh_{r,k}      IRS is composed of N = {1,2,…,N}: Change the index set to another symbol such as \mathcal{N}.
e) [bookmark: OLE_LINK16]Define h_{m,k} earlier but later use h_{b,k}.      Replace MS with “BS”.
f) Equation (6) line: Uses undefined set \mathcal{K}.
g) Objective (12) log base: Using log here but log_2 elsewhere.
h) Symbol consistency in (8): Rate uses \gamma_k but elsewhere \gamma_{s,k} — make consistent (γs,k).
[bookmark: OLE_LINK22]Response:
The updated manuscript includes the following revisions:
a) [bookmark: OLE_LINK14]Corrected “Keyworks” to “Keywords”.
b) [bookmark: OLE_LINK12]The revised manuscript: “…Constraint C4 is the unit modulus constraint for the IRS elements. Problem (9) is a non-convex problem. The non- convexity arises mainly from the coupling of the SINR and optimization variables in equation (9), and the non-convex nature of the rate expression in equation (8) is reflected in constraint (C1).”
c) Corrected “beamformingfor” to “beamforming for”.
d) [bookmark: OLE_LINK25]Page 5, Right column of the revised manuscript:
[bookmark: OLE_LINK13][bookmark: OLE_LINK15]“…reflective channel from IRS to users in SC ,  and channel directly from SC to user in small cell,  with ; the transmission channel from BS to user in base station $k$,  with .”
e) Corrected “” to “” and replace “MS” with “BS”. 
f) [bookmark: OLE_LINK18]The revised manuscript: 
[bookmark: OLE_LINK20]Equation (6) is corrected by replacing the denominator with the appropriate term.

                (6)
g) The revised manuscript: 
Equation (12) is corrected by replacing the denominator with the appropriate term.
 
……………………………………….
…………………………………………….               (12)
h) [bookmark: OLE_LINK19]The revised manuscript: 
Equation (8) is corrected by replacing the denominator with the appropriate term.
                     (8)
[bookmark: OLE_LINK24][bookmark: OLE_LINK26]Comment 2:
Clarify MRT normalization and BS power allocation across users.
Response:
[bookmark: OLE_LINK23]Page 5, Left column of the revised manuscript:
“…The purpose of dividing the channel vector by its own magnitude normalizes the beamforming vector to have unit norm (i.e., ). This ensures the beamformer aligns perfectly with the channel's direction to maximize signal gain at the receiver (the core principle of MRT), while separating the direction of transmission from the magnitude of the transmit power.”…
Comment 3:
Specify the exact  \epsilon values and blocklength used for the simulation results.
Response:
a) Page 5, Right column of the revised manuscript:
“…The channel is modeled with a Rician factor of 10, and the decoding error probability for low-latency users is set to . Each blocklength is  bits.”…
[bookmark: OLE_LINK29]Comment 4:
[bookmark: OLE_LINK27]IRS phase vector is fixed; only SC beamforming is optimized. Thus, it’s not truly "joint" IRS-beamforming.
Response:
Thank you for your valuable feedback. We have carefully reviewed the entire manuscript and revised it by removing the term “joint” to ensure that the content aligns more appropriately with the focus of the paper.
[bookmark: OLE_LINK31]Comment 5:
The abstract implies designing beamforming “with different assumptions on IRS reflection angles,” yet the algorithm holds the IRS phase vector fixed.
Response:

[bookmark: OLE_LINK30]Page 1of the revised manuscript:
“…Bằng cách thiết kế các vectơ định dạng chùm tia truyền tại ô nhỏ (SC), thuật toán đề xuất sẽ biến đổi bài toán tối ưu hóa không lồi thành dạng lồi có thể giải được bằng cách sử dụng kỹ thuật xấp xỉ lồi liên tiếp (SCA) và kỹ thuật thư giãn bán xác định (SDR).”…
[bookmark: OLE_LINK34]Page 2 of the revised manuscript:
“… By designing the transmit beamforming vectors at the small cell (SC), the proposed algorithm transforms a non-convex optimization problem into a solvable convex form using successive convex approximation (SCA) and semi-definite relaxation (SDR) techniques.”…
[bookmark: OLE_LINK33]Comment 6:
Add a standard SCA convergence argument (monotone objective increase, limit point KKT) and per-iteration complexity.
Response:
Since the system sum rate is upper-bounded by the power constraints (C3), the monotonically non-decreasing sequence of objective values necessarily converges to a finite limit.
Limit Point and KKT Conditions: Because the surrogate function gradient coincides with the original function gradient at each iteration, any limit point of the sequence   generated by the SCA procedure is a stationary point that satisfies the Karush–Kuhn–Tucker (KKT) conditions of the original non-convex problem.
Accordingly, the authors consider the current explanation sufficient and therefore refrain from adding further material to the manuscript.
[bookmark: OLE_LINK36]Comment 7:
Describe (and evaluate) the method for extracting w_k from W_k.
Response:
[bookmark: OLE_LINK35]Page 7, Right of the revised manuscript:
“The paper transforms the original non-convex beamforming optimization of problem (9) into an iterative convex problem (25) by using successive convex approximation and semi-definite relaxation. Specifically,  is optimized directly under constraints  (C5) and power limits, while dropping the non-convex rank-1 constraint (C6, rank ). After iterative convergence of the SCA algorithm Table 1, the rank-1 approximation   is extracted from the dominant eigenvector of , leveraging SDR's property that optimal solutions are often rank-1 or near-rank-1 in such beamforming problems.”…
Page 8, Left of the revised manuscript:
“This SDR-SCA approach effectively handles the non-convex SINR ratios and DC- programming objective by successive Taylor expansions with respect to expressions (10, 15, 21, 22) and inequality approximations (19), yielding a solvable convex SDP at each iteration. Simulations demonstrate fast convergence within 400 iterations and superior sum-rate performance over random phase-shift and no-IRS benchmarks, especially with larger IRS elements (  ) and moderate powers (  dBm) as illustrated in Figure 3.”
Comment 8:
[bookmark: OLE_LINK37]Although the paper mentions large-scale applicability and reasonable SC power, but evaluation is small-scale (2 SC + 2 BS users).
Response:
We sincerely thank the reviewer for the excellent comments. However, the proposed increase (2 SC + 2 BS users) would substantially alter the network configuration, resulting in a significant expansion of the survey volume beyond the initial assumptions. Therefore, the authors have decided not to conduct such a survey within the current manuscript, but will consider this valuable suggestion as a potential direction for future research.
