R1
	1
	Abbreviations: RMSE, NRMSE unclear at the beginning of the article (need to be fully written before using the abbreviation)
	The authors sincerely apologize for this oversight and have corrected it (highlighted in cyan) in the ABSTRACT section.


	2
	Explaining the symbol of mathematical formulas that are not available at the beginning of the article, need to add to the article
	Explanation of the notation:
The symbol refers to the infinity-norm–based performance criterion commonly used in robust control and observer design. In the context of this paper, an observer aims to minimize the worst-case energy gain from external disturbances to the estimation error.
More precisely, given the estimation error and the disturbance signals (process disturbance) and (measurement noise), the performance requirement is defined as

for a prescribed scalar . The parameter represents the performance level, which quantifies the maximum allowable amplification from disturbances to the estimation error. A smaller value of indicates stronger disturbance attenuation but leads to more conservative design conditions.
    Unlike stochastic filtering approaches, the framework adopted in this paper does not rely on probabilistic assumptions or noise covariance information. Instead, it guarantees robustness against all admissible disturbances with bounded energy, making it particularly suitable for nonlinear and chaotic systems.

   Highlighted in cyan in section 3.3


	3
	There is a paragraph: "A Deterministic NLPV Reformulation of the Stochastic Lorenz 63 System ..." → but Lorenz 63 is the original ODE, not SDE. The description of "stochastic" may be confused if not explaining the origin of the random model (in Section 2.1, it comes to SDE). Need to clarify: The author uses the original Lorenz 63 or an extended version with stochastic elements?
- Reference source [1] Lorenz (1963) is ODE, not SDE. "Deterministic Reformulation of Stochastic System" needs to supplement the reason for the random factor
	We thank the reviewer for this important remark. The manuscript has been carefully revised to remove any stochastic interpretation of the Lorenz–63 system. The model is now strictly presented as a deterministic nonlinear ODE. Disturbances are introduced explicitly as exogenous inputs, without invoking stochastic calculus or Itô formulations. In particular, Section 2.1 has been rewritten to distinguish deterministic dynamics from external disturbances clearly.
(highlighted in yellow)

	4
	Section 2.1 should not become an independent sub-section in the article. Because it is the result of citing the reference 9 without any author's contribution
	We completely agree with the reviewer's argument, have completely removed that section, and have revised it in this draft.
(highlighted in yellow)

	5
	Need to clearly write the sentence: "Section III Introduces The Observer Design Approach Via" at the end of Section 1.
	We appreciate your feedback. We have revised Section 3 of the draft in our minds to ensure it is coherent and logical with Section 1 and 2.
(highlighted in green)


	6
	Spelling errors and lack of references quotes [16] in section 1 and at the end of the sentence of section 2.2:
- “A deterministic NLPV reformulation of the stochastic Lorenz 63 system using expectation and Itô correction.”
- “The term involving ½ 𝑀𝑓yy results from Itô's correction
	Because we agree with the presentation in Section 2.1 and to avoid confusion, we have omitted the SDE system and agreed to use ODE throughout, as suggested by the Reviewer.
All stochastic terminology and notation have been removed.
And we also carefully added Remark 1 at the end of section 2.4. (highlighted in pink)




	7
	Writing scientific style explained after each formula is not suitable for a scientific article. In the article often used after the word "Where:" it is to list the components, in the style of a person who writes drafts. In addition, the formulas are not analyzed, commented, or written very sketchy.
	   We sincerely thank the reviewer for this constructive comment. We fully agree that the initial version of the manuscript relied excessively on formula-by-formula explanations and the repeated use of “Where:”, which is not consistent with standard scientific writing.

   In the revised manuscript, we have carefully restructured the presentation of all mathematical formulations. Specifically, the repeated “Where:” descriptions have been removed, and symbol definitions are now either integrated directly into the surrounding text or summarized in a dedicated Notation section at the beginning of the paper. This change significantly improves readability and avoids draft-style explanations.

   Moreover, we have enhanced the analytical discussion accompanying the key equations. Rather than listing variables after each formula, the revised text now focuses on the role and implications of the equations within the observer design and stability analysis. In particular, the modeling section emphasizes the motivation behind the NLPV reformulation, while the observer design section provides a clearer interpretation of the error dynamics and LMI conditions.

	7b
	 The formula from (10) to (15) of section 3.3 is very discrete, there is no analysis to clarify the solution and the problem is implemented.
	We sincerely thank the reviewer for this insightful and constructive comment. We agree that, in the initial version, several groups of equations were presented in a fragmented manner, with insufficient analytical explanation to clearly connect the problem formulation to the proposed solution.

In this revised manuscript, we have substantially reorganized and clarified the logical flow of the mathematical development.

In particular, the stability and H∞ performance analysis has been rewritten and consolidated through a detailed proof spanning equations (18)–(28), which clearly demonstrates how the proposed observer design conditions are obtained and implemented. 
In sub-section3.3


	7c
	The whole section 2.2 is unclear, the formula (2) is misleading. Write down the wrong description and seem to be cited by other articles without clear analysis: “gridding and LMIs. Section IV provides numerical simulations and evaluation. Section V concludes the paper.”
	We have revised this entire section to align with section 2.1 as suggested by the reviewer, in order to improve the overall logic and clarity of the paper.

	8
	Meanwhile, the formula (16) - (23): quite heavy, but not yet clearly stated the assumption (for example, is the LMI experience condition guaranteed by Lipschitz conditions?)
	    We sincerely thank the reviewer for this important and insightful comment. We agree that, in the original version, the assumptions underlying the LMI conditions (16)–(23) were not stated explicitly enough, which may obscure the logical connection between the system properties and the feasibility of the proposed observer design.
In the revised manuscript, we have clarified and explicitly stated the required assumptions and restructured the analysis to make the logical flow transparent (formula (18) – (28)).
Specifically, the nonlinear term is assumed to satisfy a global Lipschitz condition on a bounded operating domain , which is formally introduced prior to the observer design. This Lipschitz condition does not directly guarantee LMI feasibility; instead, it provides a structured bound on the nonlinear remainder, which enables the derivation of sufficient stability and H∞ performance conditions using a quadratic Lyapunov function.


	
	It should be illustrated by the set of sets of observations so that readers can easily imagine.
	We thank the reviewer for this insightful suggestion. We agree that a purely algebraic presentation may limit intuitive understanding, especially for readers less familiar with observer theory.

In the revised manuscript, we have clarified that all equations are formulated based on the state equation and the output equation, and the roles of the involved matrices have been explicitly explained. 

	10
	Before and after the formula: (2), (3), (6), (15), (23), (31), (34) with a wide space.
	We sincerely apologize for the formatting discrepancies between the draft (word.docx) and the peer-reviewed version (.pdf), resulting in serious errors in spacing, structure, or even missing pages. This could significantly impact the reader's experience, and we honestly acknowledge our mistake. We assure you that the editorial team will carefully correct the formatting (if the paper is accepted).

	11
	Data format at the end of Section 4.2 arbitrarily printed in bold data, needs to be homogeneous in the presentation of the article.
	Thank you for your feedback; we have made the corrections.

	12
	Additional presentation of content about Figure 2 and Figure 3:
Components of Figure 2 and 3: Lack of sub-index and captions attached to each index
	Thank you for your feedback; 
The images in each region/segment are zoomed in. And since the analysis has been supplemented with a clear explanation (zoom in), the authors have requested permission to retain these images. (section 4.3)



	12b

	In Figure 2 and 3 Analyzing is still general ... Not yet selected, take specific data to analyze to highlight the characteristics of the methods. Meanwhile, each image has a sub -shaped shape to be able to see the parameters of a segment or a certain area
	   We sincerely thank the reviewer for this valuable and detailed comment. We agree that, in the original version, the discussion associated with Figures 2 and 3 was general and did not sufficiently emphasize the distinctive characteristics of the proposed method.

   In the revised manuscript, we have enhanced both the figures and the accompanying analysis:

    First, instead of presenting only global time-domain responses, we now select representative time intervals corresponding to transient and steady-state regimes. These specific data segments are explicitly highlighted and discussed to provide a more insightful comparison of estimation accuracy, convergence speed, and robustness under disturbances.

   Second, additional sub-figures (zoomed-in views) have been incorporated into Figures 2 and 3. These enlarged views focus on critical regions of interest, such as transient phases and noise-dominated intervals, allowing the reader to clearly observe the differences between the proposed observer and the comparison method. This modification makes the parameter evolution and estimation errors more visible and easier to interpret.

	13
	Data in Table 1-3: Not yet specifically indicated where it is extracted from, whether to take out the simulation result or take out the simulation drawing right
	We thank the reviewer for this important clarification request. We agree that, in the original version, the source of the numerical data reported in Tables 1–3 was not stated explicitly enough.

In the revised manuscript, we have clearly specified the origin and extraction procedure of all tabulated data. In particular, the values reported in Tables 1–3 are directly extracted from the time-domain simulation results. The figures are provided for qualitative illustration, while the tables present quantitative performance metrics computed from the underlying simulation data.  (highlighted in yellow) section 4.3


	14
	Conclusions in Section 5: Writing in a long-line style describes the process but has not focused on highlighting the achieved results
	We sincerely thank the reviewer for this constructive comment. We agree that the original version of Section 5 mainly summarized the methodological steps and did not sufficiently emphasize the achieved results and key outcomes of the study.

In the revised manuscript, Section 5 has been completely rewritten to focus explicitly on the main results and contributions rather than on the procedural aspects. The revised conclusion now highlights (i) the effectiveness of the proposed gridding-based NLPV H∞ observer in handling nonlinear and chaotic dynamics, (ii) the achieved convergence and robustness properties, and (iii) the key performance improvements demonstrated by the simulation results. Descriptive process-oriented statements have been removed or significantly shortened.

	15
	Quote and reference:
- Some documents cited in the content have not been fully explained (for example: [9] Give the SDE equation, [16] ito correction).
- Use excerpts in the content and category of reference not synchronized (sometimes called "1" as Lorenz, sometimes "1" refers to Non-Convexity).
	    We thank the reviewer for this important observation. We agree that, in the original version, some cited references related to stochastic formulations were not sufficiently explained, which may cause confusion regarding the modeling assumptions adopted in this work.

     In the revised manuscript, we have carefully clarified the role of these references and explicitly distinguished them from the proposed approach. In particular, although references such as [9] and [16] consider stochastic differential equation (SDE) formulations and Itô calculus, the proposed method is strictly developed for a deterministic nonlinear ordinary differential equation (ODE). No stochastic interpretation or Itô correction is employed in the modeling or observer design presented in this paper. 
((highlighted in yellow) in INTRODUCTION section

    To avoid ambiguity, the related discussion has been revised to clearly state that these references are cited for contextual comparison and motivation only, highlighting limitations of EKF-based or stochastic approaches when applied to chaotic systems. Additional clarifying sentences have been added to emphasize that the proposed gridding-based NLPV H∞ observer does not rely on probabilistic assumptions, noise covariance tuning, or stochastic calculus.


	R2-1
	With this trajectory, there are 3 gridding point ?
	The Lorenz–63 system has three state variables, i.e., 

They are not gridding points

	R2-2
	Explain more clearly the range of value i ?????
	At each grid vertex 𝑖, define:
	
is the number of grid points in set  , in this case we choose 4 points.

     Due to the coupled structure of the Jacobian matrix, the state-dependent terms do not act as three independent scheduling parameters. In particular, some state variables appear jointly or repeatedly in the Jacobian entries, while others only influence the dynamics through specific combinations. As a result, the effective parameter variations that need to be captured for observer design are of lower dimensionality than the state vector itself.

  Therefore, a small number of representative grid points is sufficient to approximate the dominant Jacobian variations within set 

   In this work, four grid points are selected as a minimal gridding, which ensures feasibility of a common Lyapunov matrix and avoids excessive conservatism in the LMI conditions. Increasing the number of grid points does not fundamentally change the observer structure, but significantly increases computational complexity without noticeable performance improvement.

    Consequently, the use of four grid points reflects a gridding-based modeling choice aimed at balancing robustness, numerical tractability, and practical implementability, rather than a discretization of the three-dimensional state space.

	R2-3
	This condition (19) need to be cite the reference or explain more clearly 

The decay rate parameter lacks interpretation


	 Explanation of the Parameters  and 
(section 3.3)
The inequality (18) in revised manuscript:
 
plays a central role in the stability and performance analysis of the proposed observer.
   The scalar parameter specifies a prescribed exponential decay rate for the estimation error dynamics. In the absence of disturbances (, ), the inequality reduces to
which implies that the estimation error converges exponentially to zero with a rate no slower than . Therefore, a larger value of enforces faster convergence, at the cost of potentially increased conservatism in the LMI conditions.
   The parameter represents the H∞ performance level that quantifies the disturbance attenuation capability of the observer. Specifically, it bounds the energy gain from the combined disturbances and to the estimation error . A smaller value of corresponds to stronger disturbance rejection but leads to more restrictive LMI conditions.
   Together, the parameters and enable an explicit trade-off between convergence speed and robustness against disturbances. The inequality ensures that the estimation error remains bounded and converges despite nonlinear dynamics and external perturbations, provided that the derived LMI conditions are feasible.

	R2-4
	It is not useful to present 2 types of noise which is in different range of frequency in the function of noise.
The model of system in above equations does not mention measurement noise ?
	Section 2.4 of this revised draft clearly distinguishes between process (system) noise and measurement noise in equation (12), and equation (13) in section 3.1
and noted in Remark 1



	R2-5
	Explain more clearly this choice  ?
(The scheduling parameter is not clearly defined)
	Added Remark 2 (the end of section 4.1)
The scheduling parameter is chosen as .   to ensure real-time implementability of the observer. This avoids dependence on unmeasurable states while maintaining consistency between the NLPV model and the observer dynamics. As the estimation error converges, the scheduling variable naturally approaches the true state, thereby reducing interpolation mismatch
In Section 2.4

	R2-6
	The authors needs to seriously revise the structure of paper, there are so much errors of paragraph structure. There is no page number in the paper, there are many blank lines in the paper, it is so poor the paper structure. 

	We sincerely apologize for the formatting discrepancies between the draft (word.docx) and the peer-reviewed version (.pdf), resulting in serious errors in spacing, structure, or even missing pages. This could significantly impact the reader's experience, and we honestly acknowledge our mistake. We assure you that the editorial team will carefully correct the formatting (if the article is accepted and will type and page layout according to the Journal's standards)

	R2-7
	The authors should revise all the strructure of the paper, correct all the grammar and paragraph mistakes.

	    We sincerely thank the reviewer for this important and comprehensive comment. We fully agree that clarity of structure, grammatical accuracy, and coherent paragraph organization are essential for a high-quality scientific manuscript.

    In response, we have thoroughly revised the entire manuscript to ensure full compliance with journal standards. Specifically, the paper has been restructured to improve logical flow and coherence across sections, with clearer transitions between the problem formulation, modeling, observer design, and simulation results. Redundant or loosely connected paragraphs have been reorganized or rewritten to better reflect the underlying technical contributions.

    In addition, we have conducted a comprehensive language and grammar revision throughout the manuscript. All sentences have been carefully checked and corrected for grammatical accuracy, consistency of tense and terminology, and clarity of expression. Paragraph structures have been refined to ensure that each paragraph conveys a single, well-defined idea and contributes clearly to the overall narrative of the paper.

      If the reviewer reads this manuscript and finds it lacking in coherence, logic, or contribution, we are willing to make further revisions to ensure it is suitable.

	R2-6
	The authors should separate process noise and measurement noise, and present in system model with 2 different variables of noises.

	Section 2.4 of this revised manuscript clearly distinguishes between process (system) noise and measurement noise in equation (12), and equation (13) in section 3.1  
and noted in Remark 1


	
	It is better to choose the a real system model such as a model of robotics manipulator.

	    We thank the reviewer for this valuable suggestion. We fully agree that robotic manipulators represent an important class of real-world nonlinear systems and are highly relevant for observer design studies.
     In this work, the Lorenz–63 system is intentionally selected as a benchmark nonlinear system to validate the proposed observer design framework. Although it is a canonical model, the Lorenz system exhibits strong nonlinear coupling, state-dependent Jacobian variations, and chaotic behavior, which pose significant challenges for state estimation. These characteristics make it a suitable and widely accepted testbed for assessing robustness and convergence properties of nonlinear observers.
    More importantly, the proposed methodology is not system-specific. The gridding-based NLPV formulation and the associated H∞ observer design are developed in a general form and can be directly applied to a broad class of nonlinear systems that admit an NLPV representation. In particular, robotic manipulators can naturally be reformulated as NLPV systems, where the state-dependent inertia, Coriolis, and gravity terms give rise to parameter-varying dynamics.
      To clarify this point, we have revised the manuscript to explicitly state that the Lorenz–63 example serves as a conceptual and methodological extension toward practical applications. In our related works, the same observer design philosophy has been successfully applied to robotic manipulator systems, demonstrating the applicability of the proposed framework to real engineering problems. These references are now clearly cited and discussed to highlight the relevance of the method beyond the benchmark example.
       We believe that this clarification strengthens the motivation of the paper and positions the proposed observer design as a general NLPV-based framework applicable to both benchmark nonlinear systems and real-world robotic systems.
(highlighted in yellow) in CONCLUSIONS section
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1  Abbreviations: RMSE, NRMSE  unclear at the beginning of the  article (need to be fully written  before using the abbreviation)  The authors sincerely apologize for this  oversight and have corrected it ( highlighted in  cyan ) in the  ABSTRACT   section .    

2  Explaining the symbol of  mathematical formulas that are not  available at the beginning of the  article, need to add to the article  Explanation of the  𝑯 ∞   n otation :   The symbol  𝐻 ∞   refers to the  infinity - norm – based performance criterion   commonly used in  robust control and observer design. In the context  of this paper, an  𝐻 ∞   observer aims to  minimize  the worst - case energy gain   from external  disturbances to the estimation error.   More precisely, given the estimation error  𝑒 ሺ 𝑡 ሻ   and the disturbance signals  𝑤 ሺ 𝑡 ሻ   (process  disturbance) and  𝑣 ( 𝑡 ) (measurement noise), the  𝐻 ∞   performance requirement is defined as   න ∥ 𝑒 ( 𝑡 ) ∞ 0 ∥ 2   𝑑𝑡     ≤     𝛾 2 න ( ∥ 𝑤 ( 𝑡 ) ∞ 0 ∥ 2 + ∥ 𝑣 ( 𝑡 ) ∥ 2 )   𝑑𝑡 ,     for a prescribed scalar  𝛾 > 0 . The parameter  𝛾 represents the  𝐻 ∞   performance level , which  quantifies the maximum allowable amplification  from disturbances to the estimation error. A  smaller value of  𝛾 indicates stronger disturbance  attenuation but leads to more conservative design  conditions.        Unlike stochastic filtering approaches, the  𝐻 ∞   framework adopted in this paper  does not  rely on probabilistic assumptions   or noise  covariance information. Instead, it guarantees  robustness against all admissible disturbances  with bounded energy, making it particularly  suitable for nonlinear and chaotic systems.         H ighlighted  in  cyan   i n section 3.3    

3  There is a paragraph: "A  Deterministic NLPV  Reformulation of the Stochastic  Lorenz 63 System ..." → but  Lorenz 63 is the original ODE, not  SDE. The description of  "stochastic" may be confused if  not explaining the origin of the  random model (in Section 2.1 , it  comes to SDE). Need to clarify: We thank the reviewer for this important remark.  The manuscript has been carefully revised to  remove any stochastic interpretation of the  Lorenz – 63 system. The model is now strictly  presented as a deterministic nonlinear ODE.  Disturbances are introduced ex plicitly as  exogenous inputs, without invoking stochastic  calculus or Itô formulations. In particular,  Section 2.1   has been rewritten  to distinguish 

