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ABSTRACT
This study proposes a hybrid optimization model that integrates two advanced metaheuristic algorithms—the Coati Optimization Algorithm (COA) and the Kepler Optimization Algorithm (KOA)—to enhance the performance of product recommender systems in e-commerce platforms. COA simulates the social foraging behavior and survival strategies of coatis, effectively balancing global exploration and local exploitation in the search process. Meanwhile, KOA is inspired by Kepler’s planetary motion laws, optimizing the trajectory of candidate solutions and improving global convergence. The proposed COA–KOA model combines the strengths of both algorithms to mitigate premature convergence and enhance recommendation accuracy. Experiments conducted on the Amazon Product Reviews dataset and comparisons with traditional algorithms such as GA, PSO, and ACO demonstrate that the hybrid model achieves superior computational efficiency and recommendation quality. Furthermore, a user-friendly web-based platform was developed to allow data input, visualization, and recommendation retrieval efficiently. The findings demonstrate the potential of hybrid metaheuristic algorithms in optimizing recommender systems and contribute to enhancing user experience and business performance in modern e-commerce environments.
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TÓM TẮT
Nghiên cứu này đề xuất mô hình tối ưu hóa lai kết hợp giữa hai thuật toán metaheuristic tiên tiến - Coati Optimization Algorithm (COA) và Kepler Optimization Algorithm (KOA) - nhằm nâng cao hiệu quả hoạt động của hệ thống gợi ý sản phẩm trong thương mại điện tử. COA mô phỏng hành vi xã hội của loài coati trong quá trình săn mồi và sinh tồn, giúp cân bằng giữa khả năng tìm kiếm toàn cục và khai thác cục bộ trong không gian tìm kiếm. Trong khi đó, KOA được phát triển dựa trên các quy luật chuyển động hành tinh của Kepler, giúp tối ưu hóa quỹ đạo tìm kiếm và cải thiện khả năng hội tụ toàn cục. Mô hình kết hợp COA-KOA được thiết kế nhằm tận dụng ưu điểm của cả hai thuật toán, từ đó hạn chế hiện tượng hội tụ sớm và nâng cao độ chính xác của kết quả gợi ý sản phẩm. Mô hình được kiểm thử trên tập dữ liệu thực tế Amazon Product Reviews, đồng thời so sánh với các thuật toán truyền thống như GA, PSO và ACO, cho thấy hiệu quả vượt trội về thời gian hội tụ và chất lượng gợi ý. Kết quả nghiên cứu khẳng định tiềm năng ứng dụng của các thuật toán metaheuristic lai trong việc tối ưu hóa hệ thống gợi ý, đồng thời góp phần nâng cao trải nghiệm người dùng và hiệu quả kinh doanh trong thương mại điện tử hiện đại.
Từ khóa: Coati Optimization Algorithm (COA), Kepler Optimization Algorithm (KOA), tối ưu hóa metaheuristic, hệ thống khuyến nghị sản phẩm, thương mại điện tử.

1. ĐẶT VẤN ĐỀ 
Trong kỷ nguyên số, thương mại điện tử ngày càng phát triển mạnh mẽ, kéo theo nhu cầu cá nhân hóa trải nghiệm mua sắm thông qua các hệ thống khuyến nghị sản phẩm.1,2 Các hệ thống này đóng vai trò quan trọng trong việc giúp người dùng tìm kiếm sản phẩm phù hợp và hỗ trợ doanh nghiệp nâng cao hiệu quả kinh doanh.
Tuy nhiên, các thuật toán truyền thống như Genetic Algorithm (GA)3, Particle Swarm Optimization (PSO)4 hay Ant Colony Optimization (ACO)5 – dù từng được ứng dụng hiệu quả trong tối ưu hóa tham số của hệ thống khuyến nghị – vẫn bộc lộ nhiều hạn chế về tốc độ hội tụ, độ chính xác và khả năng xử lý dữ liệu quy mô lớn.6 Những hạn chế này khiến các mô hình dễ rơi vào hội tụ sớm và chưa khai thác hiệu quả các vùng tìm kiếm tiềm năng trong không gian dữ liệu phức tạp.
Trước những thách thức đó, các thuật toán metaheuristic thế hệ mới được giới thiệu như một hướng đi đầy triển vọng. Trong số đó, COA và KOA nổi bật nhờ khả năng mô phỏng hành vi tự nhiên để cân bằng giữa khai thác cục bộ (exploitation) và khám phá toàn cục (exploration). COA tái hiện hành vi hợp tác săn mồi và sinh tồn của loài coati, mang lại khả năng khai thác sâu trong vùng tiềm năng; trong khi KOA dựa trên quy luật chuyển động hành tinh của Kepler, thể hiện hiệu quả cao trong việc duy trì tìm kiếm toàn cục và tránh kẹt cực tiểu.
Bên cạnh đó, nhiều công trình đã áp dụng metaheuristic trong lĩnh vực hệ thống khuyến nghị, như mô hình sử dụng Grey Wolf Optimizer (GWO) kết hợp với Fuzzy C-Means để tối ưu cụm người dùng và sản phẩm,7 hoặc Deep Hybrid Recommender dựa trên autoencoder và lọc cộng tác.2 Dù đạt được những kết quả đáng khích lệ, các mô hình này vẫn chưa khai thác triệt để sức mạnh phối hợp của các thuật toán sinh học trong tối ưu hóa phi tuyến.
Từ những tiền đề trên, nghiên cứu này đề xuất mô hình lai COA-KOA, kết hợp khả năng khai thác cục bộ mạnh mẽ của COA với khả năng khám phá toàn cục vượt trội của KOA, nhằm nâng cao hiệu suất và độ chính xác trong tối ưu hóa hệ thống khuyến nghị sản phẩm. Mô hình được đánh giá thực nghiệm trên tập dữ liệu khuyến nghị thực tế, nhằm kiểm chứng khả năng tối ưu của mô hình so với các thuật toán truyền thống.
Đóng góp chính của nghiên cứu gồm: (1) đề xuất mô hình tối ưu hóa lai COA-KOA cho bài toán khuyến nghị sản phẩm; (2) phân tích khả năng hội tụ và độ ổn định của mô hình so với các thuật toán metaheuristic đơn; và (3) đánh giá hiệu quả thực nghiệm về độ chính xác và tốc độ tối ưu hóa, góp phần làm rõ tiềm năng ứng dụng của các mô hình lai trong lĩnh vực hệ thống khuyến nghị thông minh.
2. NỘI DUNG
2.1. Thuật toán Coati (COA) 
Thuật toán Tối ưu hóa Coati (COA) mô phỏng chiến lược sinh tồn của loài Coati thông qua hai giai đoạn chính: thăm dò (mô phỏng hành vi săn mồi) và khai thác (mô phỏng hành vi trốn thoát kẻ thù).9 Quá trình tối ưu hóa bắt đầu bằng việc khởi tạo ngẫu nhiên quần thể ứng viên  trong không gian tìm kiếm m chiều, tuân theo phương trình:


Trong đó,  là giới hạn tìm kiếm và là số ngẫu nhiên.
2.1.1. Giai đoạn 1: Thăm dò (Exploration)
Giai đoạn này mô phỏng hành vi săn mồi của loài Coati để tìm kiếm các vùng tiềm năng trong không gian giải pháp, trong đó quần thể ban đầu được chia ngẫu nhiên thành hai nhóm bằng nhau nhằm thực hiện chiến lược săn mồi song song. Nhóm thứ nhất (gồm các cá thể từ i = 1 đến ) mô phỏng hành vi trèo lên cây để tiếp cận và tấn công con mồi (Iguana), với vị trí mới được cập nhật hướng về phía cá thể tốt nhất hiện tại (Igua) theo công thức:
= 

Trong đó, I là yếu tố ngẫu nhiên nhận giá trị 1 hoặc 2, mô phỏng sự biến thiên trong chuyển động tiếp cận. Đối với nhóm thứ hai (gồm các cá thể từ  đến N), các Coati chờ đợi con mồi rơi xuống đất tại một vị trí ngẫu nhiên bất kỳ (ký hiệu là ). Các cá thể sẽ phản ứng linh hoạt dựa trên vị trí này: nếu vị trí rơi thuận lợi hơn vị trí hiện tại, chúng sẽ di chuyển về phía đó; ngược lại, chúng sẽ di chuyển ra xa hoặc tìm kiếm hướng khác. Cơ chế này được mô hình hóa như sau:

Kết thúc quá trình cập nhật, thuật toán áp dụng cơ chế lựa chọn tham lam (greedy selection), trong đó vị trí mới  chỉ được chấp nhận thay thế cho vị trí cũ nếu nó mang lại giá trị hàm mục tiêu tối ưu hơn.
2.1.2. Giai đoạn 2: Khai thác (Exploitation)
Để tinh chỉnh nghiệm, các cá thể thực hiện tìm kiếm cục bộ trong phạm vi lân cận vị trí hiện tại. Giới hạn vùng tìm kiếm này được thu hẹp dần theo thời gian:  và . Vị trí mới được cập nhật theo công thức:


Tương tự giai đoạn trước, thuật toán so sánh giá trị thích nghi giữa vị trí mới  và vị trí hiện tại, giữ lại giải pháp tối ưu hơn cho vòng lặp kế tiếp.
2.2. Thuật toán Kepler (KOA)
Thuật toán Tối ưu hóa Kepler (KOA) mô phỏng các định luật chuyển động hành tinh để tìm kiếm lời giải tối ưu. Mỗi cá thể trong quần thể được xem như một hành tinh, đặc trưng bởi vị trí, vận tốc và các tham số vật lý chuyên biệt.10
Tương tự như COA, vị trí ban đầu của N hành tinh được khởi tạo ngẫu nhiên theo phân phối đều trong không gian tìm kiếm (như Công thức 1). Tuy nhiên, để tạo nên động lực học quỹ đạo, KOA thiết lập thêm các thông số vật lý ngẫu nhiên: độ lệch tâm quỹ đạo  và chu kỳ  tuân theo phân phối chuẩn. Quá trình tối ưu hóa sau đó diễn ra qua hai giai đoạn:
2.2.1. Giai đoạn 1: Chuyển động quỹ đạo (Orbital Motion)
Giai đoạn này mô phỏng quá trình các hành tinh di chuyển quanh mặt trời (nghiệm tốt nhất toàn cục G). Vận tốc và vị trí được cập nhật dựa trên lực hấp dẫn và quán tính:


Trong đó,  là trọng số quán tính,  là vị trí tốt nhất cá nhân,  là các hệ số gia tốc, và  là các biến ngẫu nhiên.
2.2.2. Giai đoạn 2: Điều chỉnh lệch tâm (Eccentricity Mechanism)
Đây là cơ chế tinh chỉnh giúp cân bằng giữa khám phá và khai thác dựa trên độ lệch tâm  của quỹ đạo:

Độ lệch tâm  đóng vai trò như một tham số kiểm soát ngẫu nhiên (stochastic control): giá trị  lớn thúc đẩy hành tinh khám phá các vùng xa (exploration), trong khi  nhỏ giúp tập trung khai thác vùng lân cận nghiệm tốt nhất (exploitation).
2.3. Thuật toán lai COA-KOA
2.3.1. Giới thiệu và cơ chế hoạt động
Nghiên cứu đề xuất kiến trúc lai song song (parallel hybrid architecture) giữa COA và KOA, được thiết kế nhằm tận dụng tối đa ưu điểm của cả hai thuật toán trong việc giải quyết các bài toán tối ưu hóa toàn cục. Trong mô hình này, COA và KOA được chạy đồng thời trên hai nửa quần thể riêng biệt và trao đổi thông tin định kỳ, giúp duy trì sự cân bằng giữa khả năng thăm dò (exploration) và khai thác (exploitation) trong quá trình tìm kiếm nghiệm tối ưu.
COA – Khai thác và thăm dò có định hướng: COA được áp dụng để cập nhật vị trí quần thể dựa trên hành vi tìm kiếm của loài Coati. Cơ chế này giúp quần thể khai thác sâu hơn các vùng tiềm năng và duy trì tính đa dạng, tránh hội tụ sớm.
KOA – Thăm dò không gian tìm kiếm: KOA cập nhật vị trí cá thể theo quy luật chuyển động quỹ đạo của các hành tinh, mở rộng phạm vi tìm kiếm và giúp quần thể thoát khỏi các điểm tối ưu cục bộ.
2.3.2. Trao đổi thông tin và phương pháp kết hợp
Trao đổi thông tin song song: Để đảm bảo tính đa dạng và cho phép các quần thể con phát triển độc lập các đặc trưng riêng biệt, cơ chế trao đổi không diễn ra liên tục mà được kích hoạt định kỳ sau mỗi k vòng lặp (trong nghiên cứu này k = 3). Tại các thời điểm trao đổi, hai quần thể COA và KOA thực hiện chia sẻ song song các cá thể ưu tú (elite individuals) nhằm lan truyền thông tin tối ưu toàn cục trong toàn bộ hệ thống. Cụ thể, những nghiệm có giá trị fitness cao nhất từ mỗi thuật toán sẽ được chia sẻ và chèn vào quần thể của thuật toán còn lại. Nhờ vậy, COA có thể tận dụng hướng tìm kiếm toàn cục hiệu quả của KOA, trong khi KOA học hỏi khả năng khai thác cục bộ mạnh mẽ của COA. Cơ chế này giúp hai thuật toán bổ trợ lẫn nhau, vừa tránh hiện tượng hội tụ sớm, vừa đẩy nhanh quá trình tiến hóa hướng tới nghiệm tối ưu toàn cục.
Phương pháp kết hợp song song: Cách tiếp cận này cho phép COA-KOA duy trì sự cân bằng động giữa khai thác (exploitation) và khám phá (exploration) trong không gian tìm kiếm, đảm bảo tốc độ hội tụ cao mà vẫn giữ được tính đa dạng của quần thể. Việc trao đổi thông tin diễn ra đồng bộ giúp các cá thể tiềm năng lan tỏa nhanh chóng trong quần thể, tăng khả năng thích nghi của thuật toán trước các bề mặt hàm mục tiêu phi tuyến và đa cực trị. Nhờ đó, mô hình lai thể hiện hiệu quả vượt trội trong các bài toán tối ưu hóa phức tạp, nơi yêu cầu vừa đạt chất lượng nghiệm cao, vừa đảm bảo tính ổn định và hội tụ bền vững.
[image: ]
Hình 1. Sơ đồ giải thuật COA-KOA
2.4. Mô hình khuyến nghị sản phẩm
2.4.1. Định nghĩa bài toán và Biểu diễn dữ liệu
Bài toán tối ưu hóa gợi ý sản phẩm cá nhân hóa được xây dựng dựa trên hai tập dữ liệu nền tảng: tập hợp sản phẩm P và tập hợp sự kiện tương tác người dùng E. Trong đó, mỗi sản phẩm  được đặc tả bởi các thuộc tính định danh và danh mục (category), còn dữ liệu người dùng được mô hình hóa dưới dạng chuỗi các sự kiện hành vi theo thời gian.
Để lượng hóa mức độ quan tâm của người dùng, nghiên cứu thiết lập cơ chế trọng số  cho từng loại sự kiện tương tác, phản ánh mức độ ưu tiên tăng dần: xem sản phẩm (w = 2), tìm kiếm liên quan (w = 4), thêm vào yêu thích (w = 15), thêm vào giỏ hàng (w = 30) và mua hàng (w = 60). Tổng điểm tích lũy từ các trọng số này được sử dụng để xây dựng vector đặc trưng sở thích người dùng , với  đại diện cho mức độ quan tâm đối với danh mục sản phẩm thứ i. Để tối ưu hóa không gian tìm kiếm và tập trung vào nhu cầu thực tế, mô hình chỉ trích xuất các nhóm danh mục ưu tiên chiếm tối thiểu 80% tổng điểm tích lũy làm cơ sở đầu vào cho thuật toán tối ưu hóa lai.
2.4.2. Mô hình hóa bài toán
Về mặt toán học, bài toán có thể mô hình hóa như sau: Gọi  là tập hợp tất cả các sản phẩm trong hệ thống,  là vector biểu diễn sở thích của người dùng, trong đó mỗi phần tử  thể hiện mức độ quan tâm của người dùng đối với danh mục sản phẩm thứ i.
Mục tiêu là tìm ra một tập con  gồm k sản phẩm sao cho hàm thích nghi  đạt giá trị lớn nhất, phản ánh mức độ phù hợp giữa các sản phẩm được đề xuất và sở thích người dùng:

trong đó  được xác định dựa trên các tiêu chí như mức độ tương đồng (similarity), độ đa dạng (diversity), và điểm ưu tiên tích lũy của người dùng đối với từng sản phẩm.
Mỗi nghiệm (hay cá thể) trong không gian tìm kiếm biểu diễn một phương án gợi ý sản phẩm, được mô tả bởi vector:

Trong đó, mỗi phần tử  tương ứng với một sản phẩm được chọn trong danh sách gợi ý, và kích thước vector d = k thể hiện số lượng sản phẩm được đề xuất cho người dùng.
2.4.3. Mô hình hóa hàm thích nghi và các tiêu chí tối ưu
[bookmark: _Hlk211503343]Để đánh giá hiệu quả của một giải pháp gợi ý (tập hợp sản phẩm X), nghiên cứu xây dựng một hàm thích nghi (Fitness Function) tổng quát F(X). Hàm này được thiết kế để cân bằng giữa việc tối đa hóa mức độ phù hợp với người dùng và tối thiểu hóa các yếu tố bất lợi thông qua cơ chế tính điểm và phạt điểm.
Giá trị của hàm thích nghi được tổng hợp từ các thành phần chính sau:
Đầu tiên là nhóm các tiêu chí cần tối đa hóa, bao gồm ba yếu tố cốt lõi phản ánh lợi ích của người dùng và doanh nghiệp:
· Độ tương đồng (sim): Đo lường mức độ phù hợp giữa đặc trưng sản phẩm và hồ sơ sở thích người dùng, đại diện cho tính cá nhân hóa.
· Mức ưu đãi (discount): Phản ánh giá trị thương mại thông qua các chương trình giảm giá, khuyến khích hành vi mua sắm.
· Độ phổ biến (popularity): Dựa trên số lượng và điểm đánh giá từ cộng đồng để đảm bảo độ tin cậy của sản phẩm được gợi ý.
Tiếp theo là cơ chế phạt cho các yếu tố điều tiết, thay thế cho các ràng buộc cứng nhắc nhằm hướng thuật toán đến các giải pháp khả thi và chất lượng hơn:
(1) Điều tiết độ đa dạng (): Nhằm hạn chế việc gợi ý các sản phẩm quá giống nhau, một mức phạt sẽ được áp dụng nếu độ tương đồng Cosine giữa các cặp sản phẩm trong danh sách vượt quá mức cần thiết. Giá trị này được tính theo công thức:

(2) Điều tiết khả năng cung ứng (): Để đảm bảo tính thực tiễn, hệ thống phạt nặng các giải pháp chứa sản phẩm hết hàng (). Cơ chế này giúp thuật toán tự động ưu tiên các sản phẩm sẵn có trong kho:

Trước khi thực hiện quá trình tổng hợp tuyến tính, một bước chuẩn hóa dữ liệu là bắt buộc nhằm giải quyết sự chênh lệch về thang đo giữa các thành phần. Cụ thể, các giá trị đầu vào như mức ưu đãi (đơn vị tiền tệ) và độ phổ biến (số lượng đánh giá) có biên độ dao động rất lớn so với độ tương đồng (khoảng ). Nếu không được xử lý, các thành phần có giá trị lớn sẽ lấn át hoàn toàn vai trò của các yếu tố khác trong hàm mục tiêu. Do đó, nghiên cứu áp dụng kỹ thuật chuẩn hóa Min-Max (Min-Max Normalization) để đưa tất cả các giá trị thành phần  về cùng một miền giá trị  theo công thức: . Việc này đảm bảo các trọng số  phản ánh chính xác mức độ ưu tiên mà không bị sai lệch bởi độ lớn của dữ liệu gốc.

Trong đó,  là các trọng số ưu tiên cho các tiêu chí lợi ích, còn  là các hệ số điều chỉnh mức độ ảnh hưởng của cơ chế phạt, giúp chuẩn hóa thang đo giữa các thành phần khác nhau trong hàm mục tiêu.
2.5. Đánh giá hiệu năng trên các hàm chuẩn
Trước khi ứng dụng vào bài toán khuyến nghị sản phẩm thực tế, năng lực tối ưu hóa của thuật toán lai COA-KOA cần được kiểm chứng trên các bài toán toán học chuẩn hóa. Mục này trình bày chi tiết thiết lập môi trường và phân tích hiệu quả của thuật toán trên tập 9 hàm benchmark (F1–F9).
2.5.1. Thiết lập thực nghiệm và hàm mục tiêu
Để thực hiện đánh giá toàn diện và khách quan hiệu năng của thuật toán lai đề xuất, nghiên cứu sử dụng bộ 9 hàm chuẩn (benchmark functions) được phân loại thành hai nhóm đặc trưng nhằm kiểm chứng các khía cạnh khác nhau của quá trình tối ưu hóa. Cụ thể, nhóm các hàm đơn đỉnh (Unimodal functions, ký hiệu F1-F7) với duy nhất một cực trị toàn cục được sử dụng để đo lường tốc độ hội tụ và năng lực khai thác (exploitation) chính xác của thuật toán. Ngược lại, nhóm các hàm đa đỉnh (Multimodal functions, ký hiệu F8-F9) sở hữu cấu trúc bề mặt phức tạp với nhiều cực trị địa phương, đóng vai trò là thước đo khả năng khám phá (exploration) và năng lực thoát khỏi các bẫy tối ưu cục bộ. Chi tiết về công thức toán học và phạm vi tìm kiếm của từng hàm được trình bày cụ thể tại Bảng 1.11
Về môi trường thực nghiệm, toàn bộ các kịch bản kiểm thử được vận hành đồng nhất trên hệ thống máy tính hiệu năng cao với cấu hình vi xử lý Intel Core i7-1165G7 và bộ nhớ RAM 64GB4. Để đảm bảo tính công bằng (fairness) trong so sánh, các thuật toán (bao gồm COA-KOA, COA và KOA) đều tuân thủ nghiêm ngặt cùng một cơ chế khởi tạo và thiết lập tham số vận hành: kích thước quần thể cố định là  và số vòng lặp tối đa là . Đặc biệt, các thử nghiệm được tiến hành song song trên hai không gian số chiều khác nhau là  và . Việc mở rộng thử nghiệm lên không gian 100 chiều là bước kiểm chứng quan trọng nhằm đánh giá khả năng mở rộng (scalability) và độ bền vững của thuật toán khi đối mặt với các bài toán có độ phức tạp tính toán cao gấp nhiều lần so với mức cơ bản.
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Bảng 1. Công thức toán học các hàm benchmark thực nghiệm thuật toán lai

	Hàm
	Công thức
	Phạm vi
	Số chiều

	F1
	
	[-5, 5]
	30, 100

	F2
	
	[-10,10]
	30, 100

	F3
	
	[-100, 100]
	30, 100

	F4
	
	[-100, 100]
	30, 100

	F5
	
	[-2, 2]
	30, 100

	F6
	
	[-100, 100]
	30, 100

	F7
	
	[-100, 100]
	30, 100

	F8
	
	[-32, 32]
	30, 100

	F9
	
	[-100, 100]
	30, 100


2.5.2. Kết quả và thảo luận
[image: ]
Hình 2. Kết quả thực nghiệm với số chiều là 30

Hình 2 thể hiện kết quả so sánh khả năng hội tụ của ba thuật toán COA-KOA, COA và KOA trên chín hàm chuẩn (F1–F9) trong không gian 30 chiều. Có thể thấy, thuật toán lai COA-KOA luôn thể hiện khả năng tối ưu vượt trội cả về tốc độ hội tụ lẫn giá trị log-fitness đạt được so với hai thuật toán gốc. Ở các hàm F1, F2 và F3, COA-KOA nhanh chóng giảm log-fitness xuống mức thấp nhất chỉ sau khoảng 100 vòng lặp, trong khi COA và KOA hội tụ chậm hơn và có xu hướng dao động quanh giá trị cao hơn. Với các hàm F4, F5 và F6, COA-KOA tiếp tục duy trì tốc độ hội tụ nhanh và ổn định, đồng thời tránh được hiện tượng kẹt tại các cực trị cục bộ mà hai thuật toán đơn lẻ thường gặp phải. Đáng chú ý, ở các hàm có cấu trúc phức tạp như F7, F8 và F9 , thuật toán lai vẫn giữ được hiệu quả tối ưu hóa cao, đạt log-fitness thấp nhất và hội tụ đều đặn trong suốt quá trình thử nghiệm. Nhìn chung, kết quả này khẳng định rằng sự kết hợp giữa khả năng khai phá không gian tìm kiếm của KOA và khả năng khai thác cục bộ của COA đã giúp COA-KOA đạt được sự cân bằng hiệu quả giữa exploration và exploitation, từ đó không chỉ nâng cao chất lượng nghiệm tối ưu mà còn đảm bảo tính ổn định trong hội tụ. Hiệu năng này cho thấy tiềm năng ứng dụng mạnh mẽ của COA-KOA trong các bài toán tối ưu đa chiều và quy mô dữ liệu lớn.

[image: A group of graphs showing different types of data

AI-generated content may be incorrect.]
Hình 3. Kết quả thực nghiệm với số chiều là 100

Hình 3 minh họa kết quả so sánh khả năng hội tụ của ba thuật toán COA-KOA, COA và KOA trên chín hàm chuẩn (F1–F9) trong không gian 100 chiều. Quan sát cho thấy, khi số chiều tăng lên, hiệu quả của thuật toán lai COA-KOA vẫn được duy trì ổn định và thậm chí thể hiện rõ hơn so với hai thuật toán gốc. Ở các hàm F1, F2 và F3, COA-KOA đạt giá trị log-fitness thấp nhất và hội tụ nhanh chỉ sau khoảng 100–200 vòng lặp, trong khi COA và đặc biệt là KOA có xu hướng giảm chậm hơn và bị dừng sớm ở mức fitness cao hơn. Với các hàm F4, F5 và F6, đường hội tụ của COA-KOA giảm mạnh ở giai đoạn đầu và nhanh chóng ổn định, thể hiện khả năng khai thác lời giải tối ưu ngay cả khi không gian tìm kiếm mở rộng đáng kể. Ở các hàm phức tạp như F7, F8 và F9, thuật toán lai tiếp tục khẳng định ưu thế khi vừa đạt được giá trị log-fitness nhỏ nhất, vừa duy trì sự ổn định trong toàn bộ quá trình thử nghiệm, trong khi COA chỉ cải thiện ở mức trung bình và KOA cho thấy dấu hiệu kém hiệu quả rõ rệt. Nhìn chung, khi số chiều tăng lên đến 100, COA-KOA vẫn duy trì được khả năng cân bằng giữa khai phá và khai thác, giúp quá trình tìm kiếm hội tụ nhanh mà không đánh mất độ chính xác. Điều này chứng tỏ mô hình lai không chỉ thích ứng tốt với bài toán có độ phức tạp cao mà còn đảm bảo khả năng mở rộng, làm cơ sở tiềm năng cho việc áp dụng vào các bài toán tối ưu thực tế có quy mô lớn.
2.6. Thực nghiệm trên bài toán khuyến nghị
2.6.1. Dữ liệu và tiền xử lý
Thực nghiệm trong nghiên cứu này được thực hiện nhằm đánh giá hiệu quả của mô hình khuyến nghị sản phẩm dựa trên thuật toán lai Hybrid COA-KOA. Tập dữ liệu sử dụng là Amazon Product Reviews, bao gồm 1464 bản ghi dữ liệu người dùng và sản phẩm. Mỗi bản ghi chứa các thuộc tính mô tả đa chiều của sản phẩm, bao gồm: mã sản phẩm, tên sản phẩm, danh mục, giá, tỷ lệ giảm giá, điểm đánh giá, số lượt đánh giá sản phẩm, số lượng sản phẩm tồn kho. Dữ liệu được tiền xử lý bằng cách loại bỏ các bản ghi trùng lặp, chuẩn hóa văn bản, và mã hóa các thuộc tính định danh nhằm đảm bảo tính nhất quán.
2.6.2. Thiết lập mô hình và tham số
Trong bài toán gợi ý đa tiêu chí, việc xác định trọng số đóng vai trò định hướng không gian tìm kiếm. Thay vì tập trung tối ưu hóa các tham số trọng số (vốn thuộc phạm vi bài toán tối ưu đa mục tiêu - Multi-objective Optimization), nghiên cứu này thiết lập một kịch bản đánh giá cố định (fixed evaluation scenario) dựa trên các khuyến nghị từ các công trình tiên phong trong lĩnh vực.12,13
Cụ thể, bộ trọng số được cấu hình như sau: hệ số  được ưu tiên cao nhất nhằm nhấn mạnh tính cá nhân hóa (độ tương đồng); hai trọng số  và  được phân bổ đều cho giá trị thương mại và độ phổ biến. Việc cố định bộ tham số này giúp loại bỏ biến thiên do thay đổi hàm mục tiêu, từ đó đảm bảo tính công bằng khi so sánh hiệu năng hội tụ và độ ổn định thuần túy giữa thuật toán đề xuất (Hybrid COA-KOA) và các thuật toán đối chứng.
Song song đó, hai ràng buộc mềm về độ đa dạng () và năng lực cung ứng () được tích hợp với hệ số phạt thực nghiệm lần lượt là  và .15 Sự thiết lập này được áp dụng có chủ đích nhằm giải quyết sự bất cân xứng thang đo dữ liệu: trong khi  (giới hạn trong khoảng [0,1]) cần trọng số đủ lớn để tạo tác động điều tiết, thì  (đại lượng số nguyên tích lũy) đòi hỏi hệ số nén nhỏ hơn để ngăn chặn việc làm sai lệch quá mức giá trị hàm thích nghi tổng thể.
2.6.3. Thiết lập thực nghiệm so sánh thuật toán
Để đánh giá khách quan hiệu quả của mô hình đề xuất, hiệu năng của Hybrid COA-KOA được so sánh không chỉ với hai thuật toán thành phần (COA, KOA) mà còn với các thuật toán meta-heuristic kinh điển như GA, PSO và ACO. Việc so sánh này giúp làm rõ khả năng cân bằng giữa khai thác cục bộ (exploitation) và khám phá toàn cục (exploration), cũng như xác định mức độ phù hợp của Hybrid COA–KOA trong tương quan với các phương pháp tối ưu phổ biến khác. Đặc biệt, để loại trừ yếu tố ngẫu nhiên, mỗi thuật toán được thực thi 20 lần độc lập (independent runs) trên cùng điều kiện khởi tạo. Dựa trên bộ dữ liệu này, nghiên cứu áp dụng các kiểm định thống kê phi tham số bao gồm kiểm định Friedman (để đánh giá sự khác biệt tổng thể) và kiểm định Wilcoxon signed-rank (để so sánh cặp đôi) với ngưỡng ý nghĩa thống kê là 0.05 (tương ứng độ tin cậy 95%).
2.6.4. Môi trường thực nghiệm
Các thí nghiệm được tiến hành trên hệ thống có cấu hình Intel(R) Core(TM) i7-1165G7 (thế hệ thứ 11), gồm 4 nhân và 8 luồng với tốc độ cơ bản 2.80 GHz, kết hợp RAM 64 GB, hoạt động trên Windows 11 Home 64-bit. Cấu hình này giúp đảm bảo khả năng xử lý tính toán nhanh và ổn định trong suốt quá trình thực nghiệm. Môi trường thực thi bằng Python 3.12.11. Các thư viện NumPy, Pandas, Scikit-learn và Matplotlib được sử dụng để hỗ trợ các tác vụ xử lý dữ liệu, huấn luyện mô hình và trực quan hóa kết quả. Hệ thống được cấu hình nhất quán nhằm bảo đảm hiệu năng, độ tin cậy và khả năng tái lập của các thí nghiệm.
2.6.5. Thông số thuật toán và Cấu hình thực nghiệm
Để đảm bảo tính công bằng và khả năng tái lập kết quả, tất cả các thuật toán (Hybrid COA-KOA, COA, KOA, GA, PSO, ACO) được triển khai trên cùng một tập dữ liệu và cơ chế khởi tạo quần thể. Việc thiết lập tham số được thực hiện dựa trên các đặc thù của bài toán gợi ý thời gian thực và các quy chuẩn từ những nghiên cứu trước đó. 
Đối với môi trường mô phỏng, kích thước quần thể được thiết lập là  và số vòng lặp tối đa . Việc lựa chọn  thấp nhằm mô phỏng áp lực về độ trễ (latency) trong các hệ thống gợi ý thực tế, nơi thuật toán bắt buộc phải hội tụ nhanh để đưa ra phản hồi tức thì thay vì duy trì quá trình tìm kiếm kéo dài. Số chiều của bài toán được đặt là , tương ứng với số lượng sản phẩm cần gợi ý trong một phiên truy cập.
Đối với các thuật toán đối chứng (GA, PSO, ACO), các tham số vận hành được giữ nguyên theo các giá trị tiêu chuẩn được khuyến nghị trong các công trình gốc. Cách tiếp cận này giúp thiết lập một đường cơ sở (baseline) khách quan, loại bỏ các biến thiên do tinh chỉnh tham số chủ quan, qua đó làm nổi bật khả năng tự thích nghi của thuật toán đề xuất.3,4,5 
Chu kỳ trao đổi các cá thể ưu tú được xác định dựa trên các thử nghiệm sơ bộ. Kết quả quan sát cho thấy, các giá trị  nhỏ (ví dụ ) giúp tăng tốc độ hội tụ nhưng làm suy giảm tính đa dạng của quần thể, trong khi các giá trị lớn (ví dụ ) làm chậm quá trình lan truyền thông tin giữa các quần thể con. Trên cơ sở đánh đổi giữa tốc độ hội tụ và độ ổn định của nghiệm, giá trị  được lựa chọn nhằm đạt được hiệu năng cân bằng cho mô hình lai COA–KOA.
Chi tiết các tham số được trình bày tại Bảng 2.
Bảng  2. Cấu hình thực nghiệm
	Thuật toán
	Tham số
	Giá trị
	Mô tả

	COA
	-
	-
	Sử dụng cơ chế mặc định của thuật toán

	KOA
	
	[0,1]
	Độ lệch tâm quỹ đạo (ngẫu nhiên)

	
	
	Normal Dist
	Chu kỳ quỹ đạo (phân phối chuẩn)

	
	
	0.1
	Hệ số hấp dẫn chủ đạo

	
	
	15
	Hệ số suy giảm hấp dẫn

	COA-KOA
	-
	Song song
	Kết hợp cơ chế của KOA và COA

	
	
	3
	Chu kỳ trao đổi cá thể ưu tú

	GA
	
	0.1
	Tỷ lệ đột biến

	PSO
	
	0.5
	Hệ số quán tính

	
	
	2.0
	Hệ số gia tốc nhận thức

	
	
	2.0
	Hệ số gia tốc xã hội

	ACO
	ρ
	0.95
	Tỷ lệ bay hơi mùi hương

	
	
	1
	Trọng số vết mùi hương

	
	
	2
	Trọng số thông tin cục bộ


Trong phạm vi nghiên cứu này, thuật ngữ 'cấu trúc lai song song' (parallel hybrid architecture) được định nghĩa là chiến lược tiến hóa đồng thời ở cấp độ giải thuật (algorithmic level), nơi các toán tử của COA và KOA vận hành độc lập trên các phân nhóm quần thể trước khi thực hiện cơ chế trao đổi thông tin. Khái niệm này cần được phân biệt rõ với xử lý song song cấp phần cứng (hardware parallelism). Theo đó, để đảm bảo tính nhất quán và công bằng trong so sánh thời gian thực thi (Bảng 3), tất cả các thuật toán đều được lập trình và triển khai trên chế độ đơn luồng (single-thread execution), nhằm loại trừ các sai lệch tiềm ẩn do kiến trúc đa lõi của phần cứng gây ra.
Chỉ số Đánh giá Hiệu năng: Để định lượng chất lượng và hiệu quả thuật toán, các chỉ số được sử dụng gồm:
· Giá trị fitness tốt nhất: Phản ánh độ tối ưu của lời giải cuối cùng. Giá trị càng cao càng tốt, biểu thị lời giải đạt được mức tối ưu toàn cục gần nhất. Trong trường hợp lý tưởng, giá trị fitness đạt cực đại khi tất cả ràng buộc được thỏa mãn và hàm mục tiêu được tối ưu hóa hoàn toàn.
· Số vòng lặp hội tụ: Đo lường số vòng hoặc thế hệ cần thiết để thuật toán đạt giải pháp ổn định, không cải thiện thêm.
· Thời gian thực thi trung bình: Đánh giá hiệu quả tính toán và tốc độ, đo bằng giây từ lúc bắt đầu chạy đến khi hội tụ hoặc đạt giới hạn vòng lặp.
2.7. Kết quả và thảo luận
2.7.1. Phân tích hội tụ và hiệu năng
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Bảng  3. Tổng hợp hiệu năng thực nghiệm

	Tiêu chí
	COA-KOA
	COA
	KOA
	GA
	PSO
	ACO

	Điểm fitness tốt nhất
	0.512938
	0.501669
	0.488520
	0.497763
	0.45567
	0.383048

	Điểm fitness trung bình
	0.501454
	0.492270
	0.484024
	0.481820
	0.455679
	0.383048

	Thời gian thực thi (giây)
	0.81
	2.09
	1.86
	0.96
	0.92
	1.13

	Vòng lặp hội tụ
	10
	20
	17
	18
	10
	10
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Kết quả thực nghiệm được tổng hợp trong Bảng 3 và minh họa trực quan qua biểu đồ hội tụ (Hình 4) cùng biểu đồ thời gian thực thi (Hình 5) đã cung cấp một cái nhìn toàn diện về hiệu năng của thuật toán lai COA-KOA so với các thuật toán thành phần (COA, KOA) và các phương pháp metaheuristic kinh điển (GA, PSO, ACO).
Về khả năng hội tụ và chất lượng nghiệm, dữ liệu từ Hình 4 cho thấy sự phân hóa rõ rệt trong hành vi tìm kiếm của các thuật toán. Nhóm thuật toán kinh điển, đặc biệt là PSO và ACO, thể hiện hiện tượng hội tụ sớm (premature convergence) khi quá trình tìm kiếm bị đình trệ ngay tại 10 vòng lặp đầu tiên. Hệ quả là các thuật toán này bị mắc kẹt tại các cực trị địa phương với giá trị thích nghi (fitness) thấp nhất trong các kịch bản thử nghiệm, lần lượt đạt 0.45567 và 0.383048. Trong khi đó, hai thuật toán đơn lẻ là COA và KOA duy trì quá trình tìm kiếm lâu hơn, hội tụ trong khoảng từ 17 đến 20 vòng lặp và đạt mức fitness cải thiện hơn (từ 0.488 đến 0.501), tuy nhiên tốc độ tăng trưởng giá trị thích nghi diễn ra khá chậm. Nổi bật hơn cả, thuật toán lai COA-KOA đã chứng minh sự vượt trội khi đạt giá trị fitness cực đại là 0.512938. Đường cong hội tụ của mô hình lai cho thấy khả năng cân bằng hiệu quả giữa khai thác và khám phá, giúp thuật toán nhanh chóng đạt trạng thái ổn định chỉ sau 10 vòng lặp nhưng ở một mức tối ưu toàn cục cao hơn hẳn so với các thuật toán truyền thống.
Bên cạnh chất lượng giải pháp, hiệu suất tính toán cũng là một yếu tố then chốt được ghi nhận tích cực. Theo số liệu từ Hình 5, COA-KOA đạt thời gian thực thi trung bình thấp nhất, chỉ tốn 0.81 giây để hoàn tất quá trình tối ưu. Con số này thể hiện sự cải thiện đáng kể so với thời gian vận hành của các thuật toán thành phần là COA (2.09 giây) và KOA (1.86 giây). Thậm chí, mô hình đề xuất còn vượt qua các thuật toán thường được đánh giá cao về tốc độ như GA (0.96 giây) và PSO (0.92 giây). Sự tối ưu về thời gian này có thể được lý giải nhờ kiến trúc xử lý song song và cơ chế trao đổi thông tin định kỳ, giúp loại bỏ nhanh chóng các cá thể kém chất lượng và giảm thiểu khối lượng tính toán dư thừa. Tổng hợp lại, các phân tích định lượng khẳng định COA-KOA là giải pháp toàn diện nhất, vừa đảm bảo độ chính xác cao của nghiệm tìm được, vừa đáp ứng yêu cầu khắt khe về tốc độ phản hồi trong bài toán gợi ý thời gian thực.
2.7.2. Phân tích thống kê
Để đảm bảo tính tin cậy của kết quả thực nghiệm và loại trừ yếu tố ngẫu nhiên vốn có của các thuật toán metaheuristic, mỗi thuật toán được thực thi độc lập 20 lần trên cùng một tập dữ liệu. Kết quả thống kê mô tả và kiểm định Wilcoxon signed-rank được tổng hợp chi tiết tại Bảng 4.
Đầu tiên, kiểm định phi tham số Friedman được áp dụng để đánh giá sự khác biệt tổng thể giữa các thuật toán. Kết quả cho thấy giá trị thống kê  với p-value . Do giá trị p-value nhỏ hơn rất nhiều so với ngưỡng ý nghĩa 0.05, giả thuyết không () bị bác bỏ một cách thuyết phục, khẳng định sự khác biệt có ý nghĩa thống kê về hiệu năng giữa các thuật toán được so sánh.
Bảng  4. Thống kê hiệu năng và kết quả kiểm định Wilcoxon (20 lần chạy)
	Thuật toán
	Fitness Trung bình
	Độ lệch chuẩn 
	Wilcoxon p-value

	COA-KOA
	0.5071
	0.0055
	-

	COA
	0.4847
	0.0042
	

	KOA
	0.4858
	0.0036
	

	GA
	0.4815
	0.0135
	

	PSO
	0.4589
	0.0000
	

	ACO
	0.3830
	0.0000
	


Ghi chú: Giá trị p-value kiểm định Wilcoxon (so với COA-KOA). Tất cả giá trị p < 0.05 đều có ý nghĩa thống kê.
Tiếp theo, kiểm định Wilcoxon signed-rank được thực hiện để so sánh từng cặp giữa thuật toán đề xuất và các phương pháp khác nhằm xác định mức độ ý nghĩa của sự cải thiện. Như thể hiện trong Bảng 4, COA-KOA đạt giá trị Fitness trung bình cao nhất (0.5071), vượt trội hơn hẳn so với hai thuật toán gốc là KOA (0.4858) và COA (0.4847). Kết quả kiểm định xác nhận sự vượt trội này là tuyệt đối về mặt thống kê với tất cả các giá trị p-value đều nhỏ hơn ngưỡng 0.05. Cụ thể, đối với nhóm thuật toán COA, KOA, PSO và ACO, giá trị p-value đạt mức cực tiểu cho thấy sự áp đảo hoàn toàn của mô hình đề xuất. Riêng đối với GA - thuật toán có tính cạnh tranh cao nhất trong nhóm đối chứng - kết quả kiểm định  vẫn khẳng định sự khác biệt đáng kể nghiêng về phía COA-KOA.
Đặc biệt, phân tích chỉ số Độ lệch chuẩn (Std) cung cấp cái nhìn sâu sắc về hành vi hội tụ của các thuật toán. Trong khi PSO và ACO có độ lệch chuẩn bằng 0.0000, chỉ ra rằng hai thuật toán này luôn hội tụ về chính xác cùng một giá trị trong cả 20 lần chạy độc lập và bị mắc kẹt vĩnh viễn tại các cực trị địa phương, thì GA lại có độ lệch chuẩn cao nhất (0.0135), cho thấy sự thiếu ổn định trong kết quả tìm kiếm giữa các lần chạy khác nhau. Ngược lại, COA-KOA duy trì độ lệch chuẩn ở mức thấp (0.0055), chứng tỏ thuật toán đạt được sự cân bằng lý tưởng khi vừa đảm bảo tính ổn định cao hơn GA, vừa duy trì khả năng đa dạng hóa quần thể tốt hơn hẳn so với PSO và ACO.
Tóm lại, các phân tích thống kê từ Bảng 4 là bằng chứng định lượng vững chắc, khẳng định COA-KOA không chỉ tìm được giải pháp chất lượng nhất mà còn hoạt động ổn định và tin cậy nhất trong các kịch bản thử nghiệm.
3. KẾT LUẬN
Nghiên cứu này đã đề xuất, phát triển và đánh giá một mô hình tối ưu hóa lai Hybrid COA-KOA nhằm nâng cao hiệu suất của hệ thống gợi ý sản phẩm cá nhân hóa trong thương mại điện tử. Bằng cách kết hợp khả năng khai thác cục bộ mạnh mẽ của COA với năng lực khám phá toàn cục hiệu quả của KOA, mô hình đề xuất đã thể hiện khả năng cải thiện rõ rệt về độ chính xác gợi ý, tốc độ hội tụ và độ ổn định của quá trình tối ưu hóa so với việc sử dụng từng thuật toán riêng lẻ. So với các phương pháp metaheuristic phổ biến khác như GA, PSO hay ACO, mô hình COA-KOA cho thấy khả năng duy trì kết quả ổn định hơn, ít vi phạm ràng buộc hơn và đạt được lời giải có chất lượng cao hơn. Kết quả này khẳng định hiệu quả của cách tiếp cận lai song song trong việc cân bằng giữa khai thác (exploitation) và khám phá (exploration), đồng thời mở ra tiềm năng ứng dụng thực tiễn trong việc tối ưu hóa các hệ thống gợi ý thông minh trong thương mại điện tử.
Bên cạnh đó, kết quả còn khẳng định tính khả thi và tiềm năng ứng dụng của các thuật toán metaheuristic lai trong việc tối ưu hóa các hệ thống gợi ý thông minh. Mô hình không chỉ giúp cải thiện chất lượng gợi ý sản phẩm theo hướng cá nhân hóa, mà còn hỗ trợ doanh nghiệp nâng cao trải nghiệm người dùng, tối ưu hiệu quả kinh doanh, và tăng mức độ tương tác trong môi trường thương mại điện tử hiện đại.
Mặc dù đạt được những kết quả khả quan, nghiên cứu hiện tại vẫn tồn tại một số hạn chế nhất định cần được xem xét trong đúng ngữ cảnh. Thứ nhất, về quy mô thực nghiệm, tập dữ liệu Amazon Product Reviews được sử dụng (1.464 bản ghi) là một mẫu đại diện có quy mô vừa phải. Trong phạm vi nghiên cứu này, chúng tôi tập trung ưu tiên kiểm chứng tính đúng đắn của logic thuật toán lai trên các ràng buộc đa tiêu chí phức tạp hơn là kiểm thử khả năng chịu tải hệ thống. Tập dữ liệu này được lựa chọn có chủ đích do chứa đầy đủ các thuộc tính thương mại đặc thù như: giá bán, số lượng tồn kho và chương trình khuyến mãi – những yếu tố tiên quyết để kích hoạt toàn bộ các thành phần của hàm thích nghi đa mục tiêu đề xuất.
Dựa trên những hạn chế đã phân tích, hướng phát triển trong tương lai trước hết sẽ tập trung vào việc mở rộng mô hình Hybrid COA–KOA theo hướng tự thích nghi, trong đó một số tham số vận hành then chốt đặc biệt là chu kỳ trao đổi cá thể ưu tú được điều chỉnh động dựa trên hành vi hội tụ và mức độ đa dạng của quần thể trong quá trình tối ưu hóa. Cơ chế thích nghi này được kỳ vọng sẽ giúp cải thiện thêm độ ổn định và khả năng mở rộng của mô hình trong các môi trường khuyến nghị động. Bên cạnh đó, nghiên cứu sẽ được mở rộng theo hướng tối ưu hóa đa mục tiêu (Multi-objective Optimization) nhằm tự động tìm kiếm tập nghiệm Pareto tối ưu cho các trọng số của hàm mục tiêu, thay vì sử dụng các thiết lập cố định. Cách tiếp cận này cho phép giải quyết hài hòa các xung đột giữa độ chính xác, tính đa dạng và các ràng buộc thực tế, đồng thời tăng khả năng thích ứng của hệ thống trước các ưu tiên khác nhau của người dùng. Ngoài ra, việc tích hợp mô hình với các kỹ thuật Học sâu (Deep Learning) hoặc Học tăng cường (Reinforcement Learning) cũng sẽ được xem xét nhằm nâng cao khả năng mô hình hóa các quan hệ phi tuyến phức tạp và đáp ứng yêu cầu phản hồi thời gian thực. Cuối cùng, để kiểm chứng tính bền vững và khả năng mở rộng, mô hình sẽ được đánh giá trên các nền tảng thương mại điện tử quy mô lớn (Big Data) và mở rộng sang các bài toán học liên tục (continual learning).
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