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TÓM TẮT

Bài báo này trình bày nghiên cứu về phát hiện tin giả dựa trên nội dung tin và ngữ cảnh xã hội sử dụng học 
máy. Đầu tiên, chúng tôi phân tích các khái niệm liên quan, các phương pháp phát hiện tin giả. Tiếp theo, chúng 
tôi mô hình hóa nhiệm vụ này như một bài toán phân lớp nhị phân, biểu diễn nội dung tin và ngữ cảnh xã hội dưới 
dạng véc-tơ đặc trưng. Sau đó, chúng tôi sử dụng một số thuật toán học máy để xây dựng mô hình phân lớp. Kết 
quả thực nghiệm với ba thuật toán học máy: Support Vector Machine, Naive Bayes và k-Nearest Neighbors trên bộ 
dữ liệu FakeNewsNet cho thấy hiệu quả của phương pháp đề xuất.
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ABSTRACT

This paper presents research on detecting fake news based on news content and social context approach 
using machine learning. First of all, we analyze related concepts, methods of detecting fake news. Next, we model 
this task as a binary classification problem, representing news content and social context as feature vectors. Then 
we use machine learning algorithms to build the classification model. Experimental results with three machine 
learning algorithms: Support Vector Machine, Naive Bayes and k-Nearest Neighbors on the FakeNewsNet dataset 
show the effectiveness of the proposed method.
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1. INTRODUCTION

The development of online social media 
platforms (e.g. Facebook, Twitter, Instagram, 
etc.) brought about a significant increase in the 
accessibility of information on the one hand, 
and accelerated the propagation of fake news 
on the other hand. As a result, the influence of 
fake news is growing and threatening the safety 
of the community.1 The scope of fake news was 
most marked during the 2016 US presidential 
election campaign. The top 20 election fake 
news received 8,711,000 shares and comments 
on Facebook, larger than the total of 7,367,000 
shares and comments on top 20 election stories 
from 19 major media outlets.2

Distinguishing true news from fake 
news is one of the difficult tasks for humans. 
Psychosocial and media studies show that 
people's ability to detect deception ranges from 
55% –58%.3

There have been several expert-based 
manual fake news detection tools, platforms 
and websites (e.g. PolitiFact, Snopes) and 
community-based (e.g. Fiskkit, VAFC) so far. 
However, manual fake news detection is not 
suitable for the large amount of information 
generated, especially on social media.4 Therefore, 
the research direction fake news detection 
[automatic] has become a "hot" topic recently.5-9 

In which, fake news detection can be classified 
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into two approaches namely (i) content-based 
and (ii) propagation-based.10-13

Content-based fake news can be detected 
by analyzing the news content. Meanwhile, 
propagation-based fake news detection exploits 
how news spread on social networks. The 
"life-cycle" of fake news has three basic 
stages: (1) content creation, (2) publication, 

and (3) propagation as illustrated in Figure 1. 
Propagation-based approach using social context 
information is difficult to apply in predicting 
fake news before the third stage (before fake 
news is spread on social media). Therefore, it is 
necessary to detect fake news early to prevent its 
spread (i.e., when fake news is at the publication 
stage and it has not yet spread widely).

Figure 1. Fake news life cycle and detection methods.2

In this paper, we present a research on 
detecting fake news according to content-based 
and social context approach using machine 
learning. The main contributions of the paper are: 

1) Analysis of related concepts, methods 
of detecting fake news.

2) Proposal of a method to detect fake 
news based on news content and social context 
using machine learning, including: (i) modeling 
this task as a binary classification problem; (ii) 
representing content at the lexical and social 
context level in the form of feature vectors; and 
(iii) using machine learning algorithms to build 
classification models.

3) Experiment to evaluate the effectiveness 
of classification models on the FakeNewsNet 
dataset.

The rest of the paper is organized as 
follows: Section 2 presents an overview of fake 
news and fake news detection. Section 3 then 
presents news content and social context-based 
fake news detection method using machine 
learning followed by Section 4 describing 
experiments. Section 5 wraps up the article with 
the conclusion.

2. OVERVIEW OF FAKE NEWS AND FAKE 
NEWS DETECTION

2.1. Definition of fake news

Current studies about fake news detection 
often involves the following concepts: fake 
news, false news, satire news, disinformation, 
misinformation, and rumor. These concepts can 
be distinguished based on three characteristics: 
(i) authenticity, (ii) intention, and (iii) whether 
information is news. Table 1 summarizes related 
concepts based on these characteristics.1 For 
example, disinformation has false authenticity 
[news or not news] with bad intentions.2

Table 1. Compare related concepts.

Concepts Authenticity Intention
News 
or not 
news?

Fake news False Bad News

False news False - News

Satire news - Not bad News

Disinformation False Bad -

Misinformation False - -

Rumor - - -
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According to Zhou,2 “fake news is 
intentionally false news published by a news 
outlet”. Typically, news agencies publish 
news in the form of articles with the following 
components: title, content, author (including 
user’s feedback) as illustrated in Figure 1.

2.2. Fake news detection methods

2.2.1. Content-based

Content-based approaches include (i) 
knowledge-based and (ii) style-based/writing-
style. Knowledge-based fake news detection 
evaluates the veracity of news by comparing 
knowledge drawn from verified news content 
with known facts (i.e. true knowledge). Similar 
to knowledge-based methods, style-based fake 
news detection also focuses on news content 
analysis. This process includes two steps called 
style representation (using language features) 
and style classification (using machine learning 
models). While the knowledge-based method 
mainly evaluates the authenticity of the news, 
the style-based method can assess the intention 
of the news.2,14-15

2.2.2. Propagation-based

Propagation-based approach uses social context 
information to detect fake news, for example, 
how fake news spreads on social networks, who 
spreads it, and how spreaders connect with each 
other. 

The news ecosystem on social media 
provides social contextual information regarding 
three basic entities: publishers, news [pieces], 
and users.

Figure 2 and Figure 3 illustrate the spread 
of news. In Figure 3, p1, p2 and p3 are the 
publisher of the news a1, ..., a4 and u1, ..., u6 are 
the users sharing these news. In addition, users 
tend to form social links with people with similar 
interests.16-17

Figure 2. Tree structure-based news propagation.

Figure 3. The relationship between publisher and user.

In general, the input to a propagation-
based method can be (i) news cascades or (ii) 
self-defined propagation graphs.

A news layer is a tree structure that 
represents the direct spread of news on social 
network (example in Figure 2).2 The root node 
corresponds to the user who first shared the 
news (i.e. the initiator); other nodes in the layer 
correspond to users who then forwarded the 
post after it was posted by the parent node. In a 
news propagation network (subgraph of a social 
network), each network corresponds to news, 
each node in the network represents a user, 
and an edge between two nodes represents the 
relationship of the two users. For example, in 
Figure 3, edge (p → a) represents publisher p 
publishing news a, edge (a → u) represents new 
a sspread by user u and edge (u1 → u2) is social 
relationship between u1 and u2.

16
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Thus, propagation-based fake news 
detection focuses on categorizing (i) news layers 
or (ii) self-defined graphs.

3. PROPOSED METHODS

In this section, we present a news content and 
social context-based fake news detection method 
using machine learning. First, we model this 
task as a binary classification problem. Next, we 
represent the news content at the lexical level 
according to the BoW model (Bag of Words) as 
a feature vector and connect to the social context 
vector. Then we use machine learning algorithms 
to build the classification model.

3.1. Problem definition

We consider the problem of detecting fake news 
based on content (part of text), where A = {a1, 
a2,..., an}  is the set of n news. Suppose the news 
to be verified a can be represented as a feature 
vector v ∈ Rk. The task of verifying the content-
based is defined a function f, such that:

Where y ∈{0,1}(0 – true news, 1- fake news)  
is the predicted label of the news and  
D = {(vi,yi)|vi ∈ Rk, yi ∈{0,1}, i = 1..n} is the 
training dataset. The training dataset D consists 
of n news, each news ai ∈ D is represented by the 
feature vector vi with the label yi.

And news content and social context 
based fake news detection problem is defined 
as follows: Let N = {n1, n2,…, n|N |} is a set of 
news, each of which is labeled as yi{0,1}, y = 1  
is the fake news and yi = 0 is the true news. 
The news ni is represented by the news content 
(news body) and side information such as (title, 
source, author, ...). When ni is posted on a social 
network, it is usually interacted with by social 
network users U = {u1, u2,…, u|U|}. Social context 
includes user interactions such as comments, 
posts, likes/shares, etc.

Each tuple (u, sc, t)  refer to user u’s context 
sc for news ni in timet . Here, a user can interact 
with a post multiple times. 

Task of this problem is to find a model M 
to predict the label y(ni) ∈{0,1} for each news 
based on the news content and social context. 
Therefore, this task is defined by Equation (3):
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3.2. News content and social context

3.2.1. News content

News content is the main component that makes 
up the story/event (news body) and includes the 
following auxiliary information:

l Source (e.g. https://dantri.com.vn, 
https://saobiz.vn).

l Headline is the title that describes the 
main topic of the news. The title is often named 
so that it attracts the reader's attention.

l Author

l Publication time

3.2.2. Social context

The social context of a news can be posts, likes, 
shares, replies, etc. When the features relevant to 
the news content are insufficient or unavailable, 
the social context is useful information for 
authenticating the news. Ancillary information 
related to the social context is as follows:

l Social network users (user)

l Title is the title or short caption of the 
post. This title is closely related to the title of 
the news.

l Score is the rating for a post given by 
other users, which determines the acceptance or 
disapproval of the post by other users.

l Number of comments is the number of 
comments on a post, this characteristic shows 
the popularity of the post.

l The upvote/downvote ratio estimates 
the approval/disapproval of other user’s posts.

l User credibility: This is a feature that 
helps determine if users are prone to spreading 
fake news. For example, if the user's other posts 
are not trusted, it is likely that the next post will 
also be unreliable.

3.2.3. Representation of news content and social 
context

News content description features have four 
[language] levels: (i) lexicon, (ii) syntax, 

(iii) discourse and (iv) semantic. In this step, 
we represent the content at the lexical level 
according to the BoW model. Suppose the 
dataset contains n news  N = {n1, n2,…,n|N|}  with 
a total of t words W={w1, w1,…,wt}. Let xj

i is the 
number of words wj appearing in ni. Then, the 
normalized frequency of wj for the news ni is 
calculated according to Equation (4).

 

Thus, the new ni is represented as a feature 
vector vi = {w1, w1,…,wt}.

3.3. Classification model

Figure 5 shows an overview of the model that we 
propose to use.

l First, from the raw dataset (as shown in 
Figure 6), the data is preprocessed and extracted 
featuring news content and social context, 
respectively. The input is news content (identifier 
of news, publishing source, title of news, main 
content) and social context features (number 
of likes, number of shares, user identifier), the 
output is a vector representation of news content 
and social context. For each news ni ∈ A (set of 
news), we represent it as a feature vector vi ∈ Rk. 
This representation is tailored to each machine 
learning algorithm. The vector representations 
are combined to produce a single representation 
that is passed as input at the next stage. The final 
output is passed to the classifier.

l Next, we use machine learning algorithms 
to train the classification model (traditional 
machine learning algorithms such as Support 
Vector Machine (SVM), Naive Bayes (NB), 
k-Nearest Neighbor (k-NN)).

l Finally, we use the classification model 
to predict whether the input data is true or 
fake news. The model's prediction results are 
compared with actual (labeled) data to evaluate 
the model's effectiveness.
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3.3.1. Naive Bayes 

Naive Bayes algorithm uses conditional 
probability between attributes and class label to 
determine the class of a data sample to be 
classified.18 

Let   is the training dataset:   
            . Where, each    is represented 
by a vector containing   attributes    
               . Let   be a set of labels 
consisting of   classes:               . 

Given the data 
sample               , the Naive Bayes 
classifier will predict   belong to class    if: 
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3.3.1. Naive Bayes

Naive Bayes algorithm uses conditional 
probability between attributes and class label 
to determine the class of a data sample to be 
classified.18

Let D is the training dataset: D = {X1, 
X2,…, Xn}. Where, each X1 is represented by a 
vector containing m attributes X1 = {xi1, xi2,…, xim}. 
Let C be a set of labels consisting of p classes:  
C = {C1,C2,…,Cp}.

Given the data sample X = {X1, X2,…, Xm},  
the Naive Bayes classifier will predict X 
belong to class Ci if: P(Ci│X) > P(Cj│X), 
(1 ≤ i, j ≤ p, i ≠ j). The process of classifying data 
sample X according to Naive Bayes algorithm is 
described in Algorithm 1.

3.3.2. Support Vector Machine

The main idea of the SVM algorithm is that 
given a training set represented in vector space, 
where each data sample is a point, this method 
finds a decision hyperplane h that can best divide 
the points on this space into separate classes. The 
quality of this hyperplane is determined by the 
distance of the nearest data point of each class to 
this plane. The larger the boundary distance, the 
better the decision plane, and the more accurate 
the classification. The purpose of the SVM 
algorithm is to find the maximum boundary 
distance to give the best classification result.19

Suppose we need to classify a data sample 
X into one of two classes C1 = -1 and C2 = 1. 
The SVM classification algorithm is detailed in 
Algorithm 2.

Figure 5. Proposed model.
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The SVM classification algorithm depends 
on the weight vector parameters W and the bias 
coefficient T. The goal of SVM is to estimate W 
and T to maximize the margin between the data 
classes.

3.3.3. k-Nearest Neighbor

k-NN is one of the simplest supervised learning 
algorithms. k-NN algorithm classifies new 
data points based on k nearest data points  
(k - neighbors). The measure used to calculate 
the distance between two data points can be 
Euclidean, Manhattan, Minkowski, Cosine.20 

Algorithm 3 describes the steps to classify a data 
point according to the k-NN algorithm.

Figure 6.  Part of the data in the GossipCop dataset.

4. EXPERIMENT

4.1. Dataset

A significant challenge for automated fake 
news detection is the availability and quality of 
datasets. In the experiment, we use two datasets 
PolitiFact and GossipCop.21

Table 2 describes the news type, size and 
number of label 1 (fake news) statistics of the 
datasets. PolitiFact dataset has news of the type 
of article, and it includes 1,056 news, in which 
432 news is fake news.

Table 2. Description of experimental data.

Dataset Type Size Number of 
label 1

PolitiFact article 1,056 432

GossipCop article 22,140 5,323

Figure 6 is a snapshot of the data in the 
GossipCop dataset. The data includes news 
content and social context. In which, the content 
features include id (identifier of news), news_url 
(publishing source), title (title of news), news_
body (main content), count_like (number of 
likes), count_share (number of shares), user_ids 
(user identifier, each with 18 numbers). For 
example, the first data line in Figure 6 has the 
following features:
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Figure 8. User identifier.

Figure 7. Main content of the news.

- id: gossipcop-2493749932

- news_url:

www.dailymail.co.uk/tvshowbiz/article- 
5874213/Did-Miley-CyrusLiam-Hemsworth-
secretly-married.html

- title: Did Miley Cyrus and Liam 
Hemsworth secretly get married?

- news_body: (Figure 7)

- count_like: 12096

- count_share: 5421

- user_ids: (Figure 8)

4.2. Experimental setup

We use three machine learning algorithms, 
including: SVM, NB, and k-NN to train 

classification models on two different datasets. 
From the input datasets, we preprocess the data 
by removing stop word and special symbols, 
then vectorize the data matching each algorithm 
at the lexical level.

The training data and the test data were 
split in a ratio of 8:2, using a 5-fold cross-
validation method.

To evaluate the classification models, we 
use the confusion matrix as shown in Table 3, 
where:

l TP (true positive): Number of news 
predicted to be fake news and actually fake news;

l FN (false negative): Number of news 
that are predicted to be fake news when in fact 
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experimental results of the classification models 
on the datasets that are news content only 
(PolitiFact (C) and GossipCop (C)) and social 
context only, respectively (PolitiFact (SC) 
and GossipCop (SC)), and combine both news 
content and social context (PolitiFact (C+SC) 
and GossipCop (C+SC)). Experimental data 
show that all three classification models (SVM, 
NB and k-NN) achieve the measure of F1 above 
75%. It can be seen from the experimental 
results that when using a dataset combining 
news content and social context, almost all 
three models give better classification results. 
Specifically, when applying the k-NN algorithm 
on the PolitiFact (C+SC), the F1 measure is 7.4% 
higher when running on the PolitiFact (C) and 
7.7% higher when running on the PolitiFact 
(SC). In another case, when applying the SVM 
algorithm on the GossipCop (C+SC) dataset, the 
F1 measure is 2.8% higher when running on the 
GossipCop (C) dataset and 2.6% higher when 
running on the GossipCop(SC) dataset.

Figure 9 and Figure 10 show  the 
comparison of the F1 measure between the 
classifiers on PolitiFact(C), PolitiFact(SC) 
and PolitiFact(C+SC) datasets; and between 
classifiers on GossipCop(C), GossipCop(SC) 
and GossipCop (C+SC) datasets. Experimental 
results show that most algorithms applied to 
datasets that combine news content and social 
context give better results of measuring F1 when 
applied on datasets with only news content or 
social only social context.
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Fake news TP FP 
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l FP (false positive): Number of news that 
are predicted to be true when they are actually 
fake;

l TN (true negative): Number of news 
predicted to be true and in fact true.

Table 3. Confusion matrix performance.

Actual ↓ Prediction → Fake 
news

True 
news

Fake news TP FP

True news FN TN

P (Precision), R (Recall) and F1 is 
calculated as follows:

We implement machine learning 
algorithms and evaluate classification models 
based on the open source tool Scikit-learn.22 We 
use the following classification models:

l SVM classification model: SVC (kernel 
= linear)

l Naive Bayes classification model: 
GaussianNB()

l k-NN classification model: 
KNeighborsClassifier()

4.3. Results and discussion

Table 4, Table 5 and Table 6 present the 

Table 4. Experimental results on datasets with only news content.

Dataset→ PolitiFact (C) GossipCop (C)

Metric→ P R F1 P R F1

k-NN 0.609 0.995 0.755 0.827 0.879 0.852

NB 0.821 0.862 0.841 0.87 0.655 0.751

SVM 0.795 0.922 0.853 0.876 0.904 0.890
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Table 5. Experimental results on datasets with only social context.

Dataset→ PolitiFact (SC) GossipCop (SC)

Metric→ P R F1 P R F1

k-NN 0.603 1.0 0.752 0.831 0.894 0.861

NB 0.831 0.817 0.824 0.875 0.645 0.743

SVM 0.793 0.849 0.820 0.876 0.910 0.892

Table 6. Experimental results on datasets combining news content and social context.

Dataset→ PolitiFact (C+SC) GossipCop (C+SC)

Metric→ P R F1 P R F1

k-NN 0.887 0.779 0.829 0.798 0.856 0.826

NB 0.874 0.832 0.852 0.831 0.868 0.849

SVM 0.815 0.917 0.863 0.883 0.956 0.918

Figure 10. Compare the F1 measure on the 
GossipCop(C), GossipCop(SC) and GossipCop(C+SC) 
datasets.

Figure 9. Compare the F1 measure on the PolitiFact(C), 
PolitiFact(SC) and PolitiFact(C+SC) datasets.

5. CONCLUSION

In this paper, we have presented a research on 
detecting fake news based on news content and 
social context approach using machine learning. 

We have analyzed related concepts, methods of 
detecting fake news. We have modeled this task 
as a binary classification problem, representing 
content and social contexts as feature vectors. 
Then we used machine learning algorithms to 
build the classification model. Experimental 
results with three machine learning algorithms 
(SVM, NB and k-NN) on two different datasets 
show the effectiveness of the proposed method.

In the future, we plan to extend this 
study towards content analysis in terms of 
natural language processing at the syntactic and 
semantic levels, and build a Vietnamese dataset 
for research on fake news detection problem.
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