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TOM TAT

Bénh tim mach, bao gdm ca bénh tim mach vanh (CHD), nim trong sb nhitng bénh phd bién & ca nhimng
nuée phat trién va dang phat trién va duoc xem 13 nguyén nhan chu yéu gay tir vong trén toan thé giéi. Chi riéng
bénh tim mach vanh, bénh nay tiép tuc 1a nguyén nhan hang diu gay nén bénh tat va tir vong & nguoi trudng thanh
tai chau Au va Bic My. Sy tién lugng sém bénh tim mach vanh c6 thé gitp dua ra cac quyét dinh thay doi 16i séng
& nhitng bénh nhén c6 nguy co cao va tir d6 1am giam cac bién ching cua bénh. Vi vay, sir dung cac thuat toan
khai pha dir liéu co thé hitu ich trong du doan bénh tim mach vanh. Nghién cru nay nham xay dung mot mé hinh
dy doan bénh tim mach vanh str dung hoi quy logistic, vai sy trg gitp cua phﬁn mém théng ké R, dya vao tap dir
liéu Evans vé bénh tim.

T khéa: Bénh tim mach, bénh tim mach vanh (CHD), mé hinh hoi quy logistic, tép di¥ liéu Evans.

*Tac gia lién hé chinh.
Email: lethanhbinh@gnu.edu.vn
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ABSTRACT

Cardiovascular diseases, including coronary heart disease (CHD), are among the common diseases in both

developed and developing countries and regarded as the main cause of death throughout the world. Coronary heart

disease itself has been still being the leading cause of morbidity and mortality among adults in Europe and North

America. The early prognosis of coronary heart disease can help making decisions in changing lifestyle of high-

risk patients, thereby reducing complications of the disease. Therefore, the use of data mining algorithms could be

useful in predicting coronary heart disease. This study aimed to create a coronary heart disease prediction model

using logistic regression, with the help of statistical software R, based on the Evans heart disease dataset.

Keywords: Cardiovascular diseases, coronary heart disease (CHD), logistic regression model, Evans dataset.

1. INTRODUCTION

Cardiovascular diseases (CVDs) are caused by
disorders of the heart and bood vessels. CVDs
include coronary heart disease (CHD, heart
attacks), cerebrovascular disease (stroke), raised
blood pressure (hypertension), peripheral artery
disease, rheumatic heart disease, congenital
heart disease and heart failure. CVDs are
the leading cause of morbidity and mortality
worldwide, with 80% of total deaths occurring
in developing countries.! Based on the report
by WHO, in 2017, more than half (54%) of the
dealths around the world were caused 10 leading
causes, and CVDs which led to 15 million
dealths in 2015 constituted the largest group
of fatal diseases.? CVDs kill millions of people
annually and this value may be increased up to
24.8 million by 2020 if preventive measures are
not taken.?

In Vietnam, CVDs was among the top

*Corresponding author.
Email: lethanhbinh@gnu.edu.vn

10 leading causes of death in 2006, 2007 and
2009.4% Around 32% of deaths from non-
communicable diseases in rural areas are caused
by CVDs.®” For just coronary heart disease
(CHD), according to the WHO data published
in 2017 CHD deaths in Vietnam reached 58452
or 11.58% of total deaths. Evidently, the burden
of CHD will continue to rise unless effective
interventions for addressing its underlying risk
factors are put in place.

Early detection of complications helps
to treat CHD patients in a comprehensive way.
Therefore, medical communities attempt to find
a way for the accurate and timely prediction of
CHD by using new statistical techniques, such
as data mining techniques.® These techniques
can help to recognize the patterns and factors
influencing diseases.

The novel science of data mining is among
the 10 developing sciences which have made
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the next decade face enormous technological
evolutions. Using specialized knowledge, it
will have extensive applications in the domain
of medicine.”!® Predictive modeling of the risk
of CVDs can render valuable information for
planning of health care interventions. Over the
last decade, several models have been developed
and validated. The first well-known was
developed in the United States using data from
the Framingham study. This model, however,
might be less reliable in other populations and
has overestimated or underestimated the CVDs
risks in specific settings.!"!'> Accordingly, other
models were developed, such as the Systematic
Coronary Risk Evaluation model in Europe';
a risk model based on QRESEARCH database
in the United Kingdom'; the Prospective
Cardiovascular Munster study in Germany's
and a risk model based on database of CUORE
Cohorts Project in Italy.'®

In Asia, models to predict CVDs risk
have been developed in Thailand, China,
Japan, Malaysia, and Singapore. For all Asian
populations, a tool was developed on the basis of
six cohorts in this region (Asian model).'"'"22 In
Vietnam, with its own environment of biological,
behavioral, and social characteristics, there is
not yet a specific model to predict CVDs. The
largest survey on risk factors for CVDs done in
Vietnam applied the Framingham model only.*

The literature review showed that
different algorithms such as clustering, logistic
regression, decision trees, Bayesian network,
neural network, scaled conjugate gradient
(SCG) and support vector machine (SVM) have
been used for predicting CVDs.***  Among
these algorithms, logistic regression has some
advantages, such as high speed, simplicity.
Logistic regression belongs to a family, named
Generalized Linear Model (GLM), developed
for extending the linear regression model to
other situations. It is a widely used technique
because it is very efficient and does not require
too many computational resources.” Logistic
regression model output is very easy to interpret

compared to other classification methods. In
addition, because of its simplicity it is less prone
to overfitting than flexible methods such as
decision trees. For this reason, we would like
to use logistic regression in the present article in
order to create a prediction model of coronary
heart disease based on the Evans heart disease
dataset available in R (version 3.6.1).

2. METHODS AND DATA
2.1. Logistic regression model

The logistic regression model is a type of
predictive model that can be used when the
response variable is binary, meaning that there
are only two possible outcomes such as /ive/
die, disease/no disease, purchase/no purchase,
and win/lose. > In short, we want to model the
probability of getting a certain outcome, in effect
modeling the mean of the variable (which is the
same as the probability in the case of binary
variables). A logistic regression model can be
applied to response variables with more than
two categories; however, those cases are less
common.

As the responses are not on a continuous
measure and as such is not continuous, the use
of logistic regression differs somewhat from the
well-known linear regression, because, while
in both cases we are modeling the mean, the
mean in linear regression lies anywhere between
(-0, +o0) whereas the mean (or the probability)
in logistic regression lies between [0, 1]. Thus,
we are predicting the probability that Y is equal
to 1 (rather than 0) given certain cases of the
predictors X,..., X,,** It is important to make the
distinction between these and linear regression
models so we can think about how the observed
data may be O or 1, but the predicted value may
lie between [0, 1]. For example, we might try
to predict the probability of whether a patient
will live or die based on the patient’s age as well
as the number of years of experience his or her
operating physician has.

The general form of the the logistic

regression model is*-°
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log( P1
1-ps

) = Bo+ B:iXy + ... +BuXp.

where p, is the probability that Y = 1 (the event),
given X,,..., X, are the predictors (covariates),
and f3;,1=1,2, ..., n are known as the regression
coefficients, which have to be estimated from
the data. One can see that logistic regression
model forms a linear combination of the
explanatory variables to impact the logit,
which is log{probability of event/ probability of
nonevent}.

2.1.1. Probability

Let probability p, denote success and (1 — p,)
denote failure with the results constrained to lie
between 0 and 1. On the probability scale, we
define®-°

explfo + B1X1 + ... + fnXy]
1 + explBy + BX1 + ... + BnXy]

1:

The constraints of 0 < p; < 1 make it
impossible to construct a linear equation for
predicting probabilities.

2.1.2. Odds

Odd is the ratio of the probability of an event
to the probability of a nonevent. For example,
flipping a coin and getting a head as an event
versus getting tail as the nonevent. On the odds
scale, we define?-3°
P1
1-p

= eXp[BO + lel + ... + Ban].

odds =

P1
1-pq
with 1 as the point for which both outcomes are
equally likely.

They are constrained by 0 < < oo,

2.1.3. Logits

Logit is the natural logarithm of the odds. On the

logit scale, we define?°
; — — P1
logit(p;) = log odds = log (1 —p1)
= BO + lel + ... + Ban.

On this scale, we have linearity. The logits
are symmetric. They lie in the range — o to +oo .
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The value that is equally likely for both outcomes
is 0. If the identification of the two outcomes
are switched, the log odds are multiplied by -1,
since log(a/b) = — log(b/a). The log odds of an
event relays equally the same message as the
probability of the event, so if a certain predictor
has a positive impact on the logit then it has the
same directional effect on the odds. When the log
odds take on any value between -oo and +oo, the
coefficients form a logistic regression equation
that can be interpreted in the usual way, meaning
that they represent the change in log odds of the
response per unit change in the predictor.*

2.2. Description of dataset

Data on coronary heart disease risk factors in
Vietnam are currently limited, whereas the
default installation of R comes with several
relevant built-in datasets. For this reason, to
illustrate the application of logistic regression
analysis in the current study, we’ll be working
on the Evans dataset in the lbreg package. The
data are from a cohort study in which 609 while
males were followed for 7 years, with coronary
heart disease as the outcome of interest. The
variables are defined as in Table 1.%

Table 1. Description of Evans dataset.

CHD | A dichotomousoutcome variable indicating
the presence (coded 1) or absence (coded
0) of coronary heart disesase.

CAT | A dichotomous predictor variable
indicating high (coded 1) or normal
(coded 0) catecholamine level.

AGE | A continuous predictor variable for age.

CHL | A continuous predictor variable for
cholesterol, mg/dl.

SMK | A dichotomous predictor variable
indicating whether the subject has ever
smoked (coded 1) or never smoked
(coded 0)

ECG | A dichotomous predictor variable
indicating the presence (coded 1) or
absence (coded 0) of electrocardiogram
abnormality

DBP | A continuous variable for diastolic blood
pressure, mmHg

| 14(3), 27-36
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SBP | A continuous variable for systolic bood
pressure, mmHg

HPT | A dichotomous variable indicating the
presence (coded 1) or absence (coded 0)
of high blood pressure. HPT is coded 1
if the diastolic blood pressure is greater
than or equal to 160 or the systolic bood
pressure is greater than or equal to 95.

Furthermore, the readers should notice that
there is a slight difference about the notations.
Namely, the outcome variable (indicating
coronary heart disease) in the Evans dataset in
R is denoted by “CDH” instead of “CHD” as
described before. Accordingly, when executing
the R codes which will appear in this article, we
have to use “CDH” for the outcome variable.

3. RESULTS AND DISCUSSION
3.1. Data preparation

When working with a real dataset we need to
take into account the fact that some data might
be missing or corrupted, therefore we need to
prepare the dataset for our analysis. As a first step
we load the data.

# Load the required R package
library(lbreg)
# Load the dataset
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Figure 1. Missing values and observed values.

CHL

data(Evans)

# Give the dimensions of the dataset
dim(Evans)

# Give the names of the variables
names(Evans)

Then we get the following:

[1] 609 9

[1] “CDH?’ ‘GCATJ’ ‘GAGE’) ‘5CHL,7 65SMK?7
‘EECG” G(DBP” G‘SBP” CCHPT”

We introduce the is.na( )*'*? function as a
tool for finding missing values. By is.na(Evans),
we can verify that the Evans dataset has no
missing values. Moreover, a visual take on
the missing values might be helpful: the
Amelia package has a special plotting function
missmap()*'>? that will plot dataset and highlight
missing values. With the following R code,

# Load the required R package
library(Amelia)

# Draw a map of the missingness in the dataset
missmap(Evans, main=""", col=c(4,6))

we have the output as Figure 1. The “col”
parameter is to choose the colors we want.

E Mo (0%)
N Oboenved (100%)
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3.2. Model fitfing

R programing language makes it very easy to fit a
logistic regression model with the g/m (') function
and the fitting process is not so different from
the one used in linear regression. In this section,
we would like to fit a binary multiple logistic
regression model corresponding to the Evans
dataset and explain each step. We’ll now split
the data into two parts: training set for building
a predictive model and festing set for evaluating
the model.

# Split the data into two parts
train.data <- Evans[1:500,]
test.data <- Evans[501:609, ]

The function glm()*'*?, for generalized
linear model, is used to compute logistic
regression. We need to specify the option “family
= binomial”, which tells to R that we want to fit
logistic regression.

The following R code is to build a model
to predict the probability of being coronary heart
disease-positive (CHD-positive) based on all
the predictor variables available in the dataset.
This is done using “~.”. Using the summary()*'**
function, we obtain the results of our model as
described in Figure 2.

# Fit the model

model <- glm(CDH ~ ., data = train.data,
family = binomial)

summary(model) # Summarize the model

Call:
glm(formula = CDH ~ ., family = binomial, data = train.data)
Deviance Residuals:
Min 10 Median 30 Max
=1.1270 =0.5229 =-0.4076 =0.3011 2.6619

Coefficients:
Estimate Std. Error z wvalue Pr(>|z])

(Intercept) -7.167040 1.832461 -3.911 9,19e-05 ***

CAT 0.651742 0.422820 1.541 0.1232

AGE 0.039513 0.017821 2.2117 0.0266 *

CHL 0.009155 0.003634 2.519 0.0118 *

SMK 0.749937 0.331131 2.265 0.0235 *

ECG 0.360553 0.323574 1.114 0.2652

DBP 0.024388 0.017117 1.425 0.1542

SBP -0.015100 0.009362 -1.613 0.1068

HPT 0.412969 0.442455 0.933 0.3506

Signif, codes: 0 '***’ 0,001 “**/ 0,01 ‘*’ 0.05 '.” 0.1 ™'

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 358.88 on 499 degrees of freedom
Residual deviance: 329.12 on 491 degrees of freedom
AIC: 347.12

Number of Fisher Scoring iterations: 5

Figure 2. The results of the logistic regression.
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From the output above, the coefficients
table shows the beta coefficient estimates and
their significance levels. Columns are:3'-?

* Estimate: the intercept () and the beta
coefficient estimates associated to each predictor
variable.

» Std. Error: the standard error of the
coefficient estimates. This presents the accuracy
of the coefficients. The larger the standard error,
the less confident we are about the estimate.

e z value: the z-statistic, which is the
coefficient estimate (column 2) divided by the
standard error of the estimate (column 3).

* Pr(> |z |): The p-value corresponding to
the z-statistic. The smaller the p-value, the more
significant the estimate is.

3.3. Interpretation

Now we can analyze the fitting and interpret
what the model is telling us. First of all, it
can be seen that only 3 out of 8 predictors are
significantly associated to the outcome. These
includes: AGE, CHL and SMK. As for the
statistically significant predictors, CHL has the
lowest p-value suggesting a strong association of
the cholesterol concentration of the individuals
with the probability of being coronary heart
disease-positive (CHD-positive).

The coefficient estimate of the variable
AGE is 0.039513, which is positive. This means
that an increase in AGE is associated with
increase in the probability of CHD-positive.
Similarly for the variables CHL, SMK. We also
see that the coefficient estimate of the variable
SBP is negative (note that SBP is not statistically
significant), therefore an increase in SBP will be
associated with a decreased probability of being
CHD-positive.

On the other hand, recall that in the logit
model the response variable is given as
log odds = By + B1X; + ... +BnXn

The coefficients for CHL and SMK are
0.009155 and 0.749937, respectively. Since SMK
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is a dummy variable, being having ever smoked
increases the log odds by 0.749937, while one
unit increases in the cholesterol concentration
increases the log odds by 0.009155. As for the
predictor AGE, one unit increases in AGE will
increase the log odds by 0.039513.

From the logistic regression results, one
should notice that some variables (including CAT,
ECG, DBP, SBP and HPT) are not statistically
significant. Keeping them in the model may
contribute to overfitting. Consequently, they
should be eliminated to obtain an optimal
model with a reduced set of variables, without
compromising the model accuracy. Here, we
select manually the most significant variables:

# Fit the reduced model with only three
predictor variables

modell <- glm(CDH ~ AGE + CHL +
SMK, data = train.data, family = binomial)
# Summarize the reduced model
summary(modell)

The reduced model is named modell and
the results of this model, by summary(modell),
is given as Figure 3:

Call:
glm(formula = CDH ~ AGE + CHL + SMK, family = binomial, data = train.data)

Deviance Residuals:
in 10 Median 30 Max
-1.0519 -0.5289 -0.4314 -0.3398 2,6051

Coefficients:
Estimate Std. Error z value Pr(>|z|)
(Intercept) -6.960734 1.225180 -5.681 1.34e-08 *=*=*

AGE 0.047221  0.015316  3.083 0.00205 **
CHL 0.00B611  0.003457 2.491 0.01275 *
SMK 0.753024  0,325851 2,310 0Q.02088 *
Signif. codes: 0 ‘***f 0,001 ***r 0,01 **" 0,05 *,* 0,1 "' 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 358.88 on 499 degrees of freedom
Residual deviance: 340.01 on 496 degrees of freedom
AIC: 348.01

Number of Fisher Scoring iteratiens: §

Figure 3. The results of the reduced model.
3.4. Making predictions
The reduced logistic model can be written as

p, = exp(-6.9607 + 0.0472xAGE + 0.0086xCHL
+0.753xSMK)/ [1 + exp(-6.9607 +0.0472x AGE
+0.0086xCHL + 0.753xSMK)],

where p, is the probability of being CHD-positive.
Using this formula, we’ll make predictions
using the testing data in order to evaluate the

performance of our logistic regression model.
The proceduce is twofold:

* Predictthe class membership probabilities
of observations based on predictor variables;

* Assign the observations to the class with
highest probability score (i.e. above 0.5).

The function predict()*** can be used
for predicting the probability of being CHD-
positive, given the values of the predictors.
Using the option type = “response” to directly
get the probabilities.

Predict the probabilities of being CHD-
positive:

# For easy data manipulation and visualization
library(tidyverse)

#Predict the probability of being CHD-positive
probabilities <- modell %>% predict(test.
data, type = “response”)

# See some first probabilities

head(probabilities)
The output is as follows:
501 502 503
0.12714064  0.10954876  0.13142426
504 505 506
0.07268374  0.14418855  0.36544538

Which classes do these probabilities refer
to? In our case, the output is the probability that
the coronary heart disease test will be positive.

Predict the class of individual: The
following R code categorizes individuals into
two groups based on their predicted probabilities
of being coronary heart disease-positive.
Individuals with probability above 0.5 (random
guessing) are considered as CHD-positive.

# Predict the class of individual
predicted.classes <- ifelse(probabilities > 0.5,

(13 EE Y

pos”, “neg”)
head(predicted.classes)

The output is as follows:

501 502 503 504 505 506
neg" "neg" "neg" "neg" "neg" "neg

" n"non nn nn n"non n
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3.5. Assessing model accuracy

The model accuracy is measured as the proportion
of observations that have been correctly
classified. 3" Inversely, the classification error
is defined as the proportion of observations
that have been misclassified. We now use the
following R code to compute the proportion of
correctly classified observations:33!

# Classify the individuals in the testing set.
test.data CDH <- if.else(test.data$CDH ==
1, “pos”, “neg”)
# Compute and display the model accuracy
accuracy <- mean(predicted.classes ==
test.data CDH)

print(paste(‘Accuracy:’, accuracy))

Then the output is as follows:
[1] “Accuracy: 0.880733944954128”

From above, the 0.88 accuracy on the
testing set is quite a good result. However, you
should keep in mind that this result is somewhat
dependent on the manual split of the data that we
made earlier.

In conclusion, with the ROCR package*?!,
we are going to plot the ROC curve and calculate
the AUC (area under the ROC curve) which are
typical performance measurements for a binary
classifier. The ROC?** is a curve generated by
plotting the true positive rate (TPR) against the

Trus poaitve nate
"

04

a2

false positive rate (FPR) at various threshold
settings while the AUC?¥ is the area under ROC
curve. As a rule of thumb, a model with good
predictive ability should have an AUC closer to
1 than to 0.5.

# Load the ROCR package

library(ROCR)

#Predict the probability of being CHD-
positive

probabilities <- modell %>% predict(test.
data, type = “response”)

pr <- prediction(probabilities, test.dataSCDH)
perf <- performance(pr, measure = “tpr”,
x.measure = “fpr”)

# Plot the ROC curve
plot(perf, xlab = “False positive rate”, ylab
= “True positive rate”, col = “blue”)

# Calculate and display the AUC

auc <- performance(pr, measure = “auc”
auc <- auc@y.values|[[1]]
print(paste(‘AUC:’, auc))

When excuting the above R code, we will
get the ROC plot as shown in Figure 4 and the
AUC:

[1] “AUC: 0.729967948717949”

L1 og 10

Fakae positra: e

Figure 4. The ROC plot.
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4. CONCLUSIONS

The process of disease prediction in medical
sciences is as a very important process for
decision-making and physicians need to know
the risk factors for different diseases. This
process can be facilitated by using statistical
methods and data mining algorithms, such
as logistic regression. In this study, we have
described how logistic regression works and
provided R codes to compute logistic regression.
Moreover, we demonstrated how to make
predictions and to assess the model accuracy.
The results of the current study showed that the
use of logistic regression can be very useful in
predicting coronary heart disease and a simple
coronary heart disease prediction model was
proposed, having the 0.88 accuracy on the testing
set, which allows physicians to predict CHD
risk in patients. As described before, several
CVDs (including CHD) prediction models are
available around the world in general and in
Vietnam in particular. These models vary in
different aspects such as the time horizon used,
characteristics of study population included,
predictor variables, and outcome, they may all
produce different results. Nevertheless, due to its
advantages, logistic regression is still a powerful
tool, especially in epidemiologic studies,
allowing multiple predictor variables being
analyzed simultaneously, meanwhile reducing
the effect of confounding factors. With the
gradual rise in CHD events among Vietnamese,
the prevention and treatment of CHD risk factors
are important public health concerns. Vietnam
should of course ideally have its own cohort to
feed models to predict CHD risk and validate
models for the national setting. Even building
an own Vietnamese model could be considered,
may be an adaptation of one of the existing
models. Because of the long time needed for
that, and because of resource constraints, the
suggestion that for Vietnamese populations, our
logistic regression model can provide valid and
reliable results should however be investigated
in further analyses using real-life data for
potential confirmation. Also, the current results
of the study may be useful to health planners and
will provide a basis for a further study on cost-

effectiveness modeling of CHD management. In
conclusion, we have to emphasize that further
research is needed to compare the performance
of different models, thereby identifying which
models are best for Vietnamese populations.
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